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#### Abstract

Multimodular functions, primarily used in the literature of queueing theory, discrete-event systems, and operations research, constitute a fundamental function class in discrete convex analysis. The objective of this paper is to clarify the properties of multimodular functions with respect to fundamental operations such as permutation and scaling of variables, projection (partial minimization) and convolution. It is shown, in particular, that the class of multimodular functions is stable under projection under a certain natural condition on the variables to be minimized, and the convolution of two multimodular functions is not necessarily multimodular, even in the special case of the convolution of a multimodular function with a separable convex function.
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## 1. Introduction

Multimodular functions, due to Hajek [6], have been used as a fundamental tool in the literature of queueing theory, discrete-event systems, and operations research [ $1-3,5,8,9,20-23$ ]. In connection to discrete convex analysis $[4,13,14,18]$, multimodularity can be regarded as a variant of $L^{\natural}$-convexity in the sense that a function $f: \mathbb{Z}^{n} \rightarrow \mathbb{R} \cup\{+\infty\}$ is multimodular if and only if it can be represented as $f(x)=g\left(x_{1}, x_{1}+x_{2}, \ldots, x_{1}+\cdots+x_{n}\right)$ for some $L^{\natural}$-convex function $g$ [15].

Various operations can be defined for discrete functions $f: \mathbb{Z}^{n} \rightarrow \mathbb{R} \cup\{+\infty\}$. With changes of variables we can define operations such as an origin shift $f(x) \mapsto f(x+b)$, a sign inversion of variables $f(x) \mapsto f(-x)$, a permutation of variables $f(x) \mapsto f\left(x_{\sigma(1)}, x_{\sigma(2)}, \ldots, x_{\sigma(n)}\right)$, and a scaling of variables $f(x) \mapsto f(s x)$ with a positive integer $s$. With arithmetic or numerical operations on function values we can define nonnegative multiplication of function values $f(x) \mapsto a f(x)$ with $a \geq 0$, addition of a linear function $f(x) \mapsto f(x)+\sum_{i=1}^{n} c_{i} x_{i}$ with $c \in \mathbb{R}^{n}$, projection* (partial minimization) $f(x) \mapsto \inf _{z} f(y, z)$, sum $f_{1}+f_{2}$ of two functions $f_{1}$ and $f_{2}$, convolution $\left(f_{1} \square f_{2}\right)(x)=$ $\inf \left\{f_{1}(y)+f_{2}(z) \mid x=y+z, y, z \in \mathbb{Z}^{n}\right\}$ of two functions $f_{1}$ and $f_{2}$, etc.

Stability of discrete convexity under these operations has been investigated for many function classes in discrete convex analysis, such as $L^{\natural}$-convex functions, $M^{\natural}$-convex functions, and integrally convex functions [7,10-12, 14, 19]. For multimodular functions, however, no systematic study has been made, though there are results and observations scattered in the literature.

The objective of this paper is to investigate fundamental operations for multimodular functions with particular interest in their connection to those for $L^{\text {b }}$-convex functions. By compiling known and new results we shall arrive at a complete comparison of various kinds of discrete convexity with respect to fundamental operations, as presented in Table 1 at the end of the paper.

This paper is organized as follows. Section 2 is a review of relevant results on multimodular functions. Section 3 deals with operations defined by changes of variables and Section 4 treats operations defined by arithmetic or numerical operations on functions values, such as restriction,

[^0]projection, and convolution. In Section 5 we conclude the paper with a table to compare the major classes of discrete convex functions.

## 2. Multimodular Functions

We consider functions defined on integer lattice points, $f: \mathbb{Z}^{n} \rightarrow \overline{\mathbb{R}}$, where $\overline{\mathbb{R}}=\mathbb{R} \cup\{+\infty\}$ and the function may possibly take $+\infty$. The effective domain of $f$ means the set of $x$ with $f(x)<+\infty$ and is denoted by $\operatorname{dom} f=\left\{x \in \mathbb{Z}^{n} \mid f(x)<+\infty\right\}$.

A function $f: \mathbb{Z}^{n} \rightarrow \overline{\mathbb{R}}$ is said to be submodular if it satisfies

$$
f(x)+f(y) \geq f(x \vee y)+f(x \wedge y)
$$

for all $x, y \in \mathbb{Z}^{n}$, where $x \vee y$ and $x \wedge y$ denote, respectively, the vectors of componentwise maximum and minimum of $x$ and $y$, i.e.,

$$
(x \vee y)_{i}=\max \left(x_{i}, y_{i}\right), \quad(x \wedge y)_{i}=\min \left(x_{i}, y_{i}\right) \quad(i=1,2, \ldots, n) .
$$

Let $e^{i}$ denote the $i$ th unit vector for $i=1,2, \ldots, n$, and $\mathcal{F} \subseteq \mathbb{Z}^{n}$ be the set of vectors defined by

$$
\begin{equation*}
\mathcal{F}=\left\{-e^{1}, e^{1}-e^{2}, e^{2}-e^{3}, \ldots, e^{n-1}-e^{n}, e^{n}\right\} \tag{2.1}
\end{equation*}
$$

A finite-valued function $f: \mathbb{Z}^{n} \rightarrow \mathbb{R}$ is said to be multimodular if it satisfies

$$
\begin{equation*}
f(z+d)+f\left(z+d^{\prime}\right) \geq f(z)+f\left(z+d+d^{\prime}\right) \tag{2.2}
\end{equation*}
$$

for all $z \in \operatorname{dom} f$ and all distinct $d, d^{\prime} \in \mathcal{F}[1,6]$. It is known [6, Proposition 2.2] that $f: \mathbb{Z}^{n} \rightarrow \mathbb{R}$ is multimodular if and only if the function $\tilde{f}: \mathbb{Z}^{n+1} \rightarrow \mathbb{R}$ defined by

$$
\begin{equation*}
\tilde{f}\left(x_{0}, x\right)=f\left(x_{1}-x_{0}, x_{2}-x_{1}, \ldots, x_{n}-x_{n-1}\right) \quad\left(x_{0} \in \mathbb{Z}, x \in \mathbb{Z}^{n}\right) \tag{2.3}
\end{equation*}
$$

is submodular in $n+1$ variables. This characterization enables us to define multimodularity for a function that may take the infinite value $+\infty$. That is, we say that a function $f: \mathbb{Z}^{n} \rightarrow \overline{\mathbb{R}}$ with $\operatorname{dom} f \neq \emptyset$ is multimodular if the function $\tilde{f}: \mathbb{Z}^{n+1} \rightarrow \overline{\mathbb{R}}$ associated with $f$ by (2.3) is submodular.

A function $g: \mathbb{Z}^{n} \rightarrow \overline{\mathbb{R}}$ with $\operatorname{dom} g \neq \emptyset$ is said to be $L^{\natural}$-convex ${ }^{\dagger}$ if it has the property called "discrete midpoint convexity," i.e., if it satisfies

$$
\begin{equation*}
g(p)+g(q) \geq g\left(\left[\frac{p+q}{2}\right]\right)+g\left(\left\lfloor\frac{p+q}{2}\right\rfloor\right) \tag{2.4}
\end{equation*}
$$

for all $p, q \in \mathbb{Z}^{n}$, where, for $z \in \mathbb{R}$ in general, $\lceil z\rceil$ denotes the smallest integer not smaller than $z$ (rounding-up to the nearest integer) and $\lfloor z\rfloor$ the largest integer not larger than $z$ (rounding-down to the nearest integer), and this operation is extended to a vector by componentwise applications. It is known [14] that $g: \mathbb{Z}^{n} \rightarrow \overline{\mathbb{R}}$ with dom $g \neq \emptyset$ is $L^{\natural}$-convex if and only if the function $\tilde{g}: \mathbb{Z}^{n+1} \rightarrow \overline{\mathbb{R}}$ defined by

$$
\begin{equation*}
\tilde{g}\left(p_{0}, p\right)=g\left(p-p_{0} \mathbf{1}\right) \quad\left(p_{0} \in \mathbb{Z}, p \in \mathbb{Z}^{n}\right) \tag{2.5}
\end{equation*}
$$

is submodular in $n+1$ variables, where $\mathbf{1}=(1,1, \ldots, 1)$. A function $h\left(q_{0}, q_{1}, \ldots, q_{n}\right)$ with dom $h \neq$ $\emptyset$ is called L-convex if it is submodular on $\mathbb{Z}^{n+1}$ and there exists $r \in \mathbb{R}$ such that

$$
\begin{equation*}
h(q+\mathbf{1})=h(q)+r \tag{2.6}
\end{equation*}
$$

for all $q=\left(q_{0}, q_{1}, \ldots, q_{n}\right) \in \mathbb{Z}^{n+1}$. If $h$ is L-convex, the function $h\left(0, q_{1}, \ldots, q_{n}\right)$ is $L^{\natural}$-convex, and any $L^{\natural}$-convex function arises in this way. The function $\tilde{g}$ in (2.5) derived from an $L^{\natural}$-convex function $g$ is an L-convex function, and we have $g(p)=\tilde{g}(0, p)$.

Multimodularity and $\mathrm{L}^{\mathrm{h}}$-convexity have the following close relationship.

[^1]Theorem 1 ( $[15,17])$. A function $f: \mathbb{Z}^{n} \rightarrow \overline{\mathbb{R}}$ is multimodular if and only if the function $g: \mathbb{Z}^{n} \rightarrow$ $\overline{\mathbb{R}}$ defined by

$$
\begin{equation*}
g(p)=f\left(p_{1}, p_{2}-p_{1}, p_{3}-p_{2}, \ldots, p_{n}-p_{n-1}\right) \quad\left(p \in \mathbb{Z}^{n}\right) \tag{2.7}
\end{equation*}
$$

is $L^{\text {b }}$-convex.
Proof. By definition, the multimodularity of $f$ is equivalent to the submodularity of $\tilde{f}$ in (2.3). Since $\tilde{f}$ satisfies (2.6) for $r=0$, the submodularity of $\tilde{f}$ is equivalent to the L -convexity of $\tilde{f}$. On the other hand, since $\tilde{f}\left(p_{0}, p\right)=g\left(p-p_{0} \mathbf{1}\right)$, the L-convexity of $\tilde{f}$ is equivalent to the $\mathrm{L}^{\text {h }}$-convexity of $g$ (cf., (2.5)).

Note that the relation (2.7) between $f$ and $g$ can be rewritten as

$$
\begin{equation*}
f(x)=g\left(x_{1}, x_{1}+x_{2}, x_{1}+x_{2}+x_{3}, \ldots, x_{1}+\cdots+x_{n}\right) \quad\left(x \in \mathbb{Z}^{n}\right) \tag{2.8}
\end{equation*}
$$

Using a bidiagonal matrix $D=\left(d_{i j} \mid 1 \leq i, j \leq n\right)$ defined by

$$
\begin{equation*}
d_{i i}=1 \quad(i=1,2, \ldots, n), \quad d_{i+1, i}=-1 \quad(i=1,2, \ldots, n-1), \tag{2.9}
\end{equation*}
$$

we can express (2.7) and (2.8) more compactly as $g(p)=f(D p)$ and $f(x)=g\left(D^{-1} x\right)$, respectively. The matrix $D$ is unimodular, and its inverse $D^{-1}$ is an integer matrix with $\left(D^{-1}\right)_{i j}=1$ for $i \geq j$ and $\left(D^{-1}\right)_{i j}=0$ for $i<j$. For $n=4$, for example, we have

$$
D=\left[\begin{array}{rrrr}
1 & 0 & 0 & 0 \\
-1 & 1 & 0 & 0 \\
0 & -1 & 1 & 0 \\
0 & 0 & -1 & 1
\end{array}\right], \quad D^{-1}=\left[\begin{array}{cccc}
1 & 0 & 0 & 0 \\
1 & 1 & 0 & 0 \\
1 & 1 & 1 & 0 \\
1 & 1 & 1 & 1
\end{array}\right] .
$$

Remark 2.1. The indicator function of a set $S \subseteq \mathbb{Z}^{n}$ is the function $\delta_{S}: \mathbb{Z}^{n} \rightarrow\{0,+\infty\}$ defined by $\delta_{S}(x)=\left\{\begin{array}{ll}0 & (x \in S), \\ +\infty & (x \notin S) .\end{array}\right.$ A set $S$ is called an $L^{\natural}$-convex set if its indicator function $\delta_{S}$ is $L^{\natural}-$ convex. Similarly, let us call a set $S$ a multimodular set if its indicator function $\delta_{S}$ is multimodular. A multimodular set $S$ can be represented as $S=\{D p \mid p \in T\}$ for some $\mathrm{L}^{\natural}$-convex set $T$, where $T$ is uniquely determined from $S$ as $T=\left\{D^{-1} x \mid x \in S\right\}$. It follows from (2.7) that the effective domain of a multimodular function is a multimodular set.
Remark 2.2. For functions in two variables, multimodularity is the same as $M^{\natural}$-convexity. That is, a function $f: \mathbb{Z}^{2} \rightarrow \overline{\mathbb{R}}$ is multimodular if and only if it is $\mathbf{M}^{\natural}$-convex. This fact follows easily from the definition or from Theorem 1 and the relation between $L^{\natural}$-convex and $M^{\natural}$-convex functions for $n=2$. See [14] for the definition of $\mathrm{M}^{\natural}$-convex functions.

A function $f: \mathbb{Z}^{n} \rightarrow \overline{\mathbb{R}}$ in $x=\left(x_{1}, x_{2}, \ldots, x_{n}\right) \in \mathbb{Z}^{n}$ is called separable (discrete) convex if it can be represented as $f(x)=\varphi_{1}\left(x_{1}\right)+\varphi_{2}\left(x_{2}\right)+\cdots+\varphi_{n}\left(x_{n}\right)$ with univariate functions $\varphi_{i}: \mathbb{Z} \rightarrow \overline{\mathbb{R}}$ satisfying $\varphi_{i}(t-1)+\varphi_{i}(t+1) \geq 2 \varphi_{i}(t)$ for all $t \in \mathbb{Z}$.
Proposition 2. A separable convex function is multimodular.
Proof. For $f(x)=\sum_{i=1}^{n} \varphi_{i}\left(x_{i}\right)$ the function $g$ in (2.7) is given as $g(p)=\varphi_{1}\left(p_{1}\right)+\sum_{i=2}^{n} \varphi_{i}\left(p_{i}-p_{i-1}\right)$. It is known $[14,18]$ that such function is $L^{4}$-convex.

A quadratic function admits a simple characterization of multimodularity in terms of its coefficient matrix.
Proposition 3. A quadratic function $f(x)=x^{\top} A x$ is multimodular if and only if

$$
\begin{equation*}
a_{i j}-a_{i, j+1}-a_{i+1, j}+a_{i+1, j+1} \leq 0 \quad(0 \leq i<j \leq n), \tag{2.10}
\end{equation*}
$$

where $A=\left(a_{i j} \mid i, j=1,2, \ldots, n\right)$ and $a_{i j}=0$ if $i=0$ or $j=n+1$.

Proof. The inequality (2.2) for $d=e^{i}-e^{i+1}$ and $d^{\prime}=e^{j}-e^{j+1}$, where $e^{0}=e^{n+1}=\mathbf{0}$ by convention, is equivalent to $\left(e^{i}-e^{i+1}\right)^{\top} A\left(e^{j}-e^{j+1}\right) \leq 0$. This is further equivalent to (2.10).

Remark 2.3. Here is an alternative proof of Proposition 3 via $L^{4}$-convexity. Let $\mathcal{L}$ denote the set of all $n \times n$ symmetric matrices $B=\left(b_{i j}\right)$ such that $b_{i j} \leq 0$ for all $i \neq j$ and $b_{i i} \geq \sum_{j \neq i}\left|b_{i j}\right|$ for all $i$. It is known [14] that $g(p)=p^{\top} B p$ is $L^{\natural}$-convex if and only if $B$ belongs to $\mathcal{L}$. Then, by Theorem $1, f(x)=x^{\top} A x$ is multimodular if and only if $D^{\top} A D$ belongs to $\mathcal{L}$. This latter condition is equivalent to (2.10).

The following nice properties of multimodular functions are worth mentioning, though we do not use them in this paper.

- An integer point $x \in \operatorname{dom} f$ is a (global) minimizer of a multimodular function $f$ if and only if it is a local minimizer in the sense that $f(x) \leq f(x \pm d)$ for all $d \in \mathcal{T}$, where $\mathcal{T}$ is the set of vectors of the form $e^{i_{1}}-e^{i_{2}}+\cdots+(-1)^{k-1} e^{i_{k}}$ for some increasing sequence of indices $i_{1}<i_{2}<\cdots<i_{k}$ [15, Theorem 3.1].
- A multimodular function $f$ can be extended to a convex function in a specific manner [1, Theorem 2.1]. Furthermore, a multimodular function is integrally convex [17, Section 14.6]; see [14] for the definition of integrally convex functions.
- A discrete separation theorem holds for multimodular functions [15, Theorem 4.1]. Let $f$ : $\mathbb{Z}^{n} \rightarrow \mathbb{R} \cup\{+\infty\}$ and $g: \mathbb{Z}^{n} \rightarrow \mathbb{R} \cup\{-\infty\}$ be functions such that $f$ and $-g$ are multimodular, and assume that $f\left(x_{0}\right)$ and $g\left(x_{0}\right)$ are finite for some $x_{0} \in \mathbb{Z}^{n}$. If $f(x) \geq g(x)$ for all $x \in \mathbb{Z}^{n}$, there exist $\alpha^{*} \in \mathbb{R}$ and $p^{*} \in \mathbb{R}^{n}$ such that $f(x) \geq \alpha^{*}+\left\langle p^{*}, x\right\rangle \geq g(x)$ for all $x \in \mathbb{Z}^{n}$, where $\langle\cdot, \cdot\rangle$ denotes the standard inner product of vectors. Moreover, if $f$ and $g$ are integer-valued, there exist integer-valued $\alpha^{*} \in \mathbb{Z}$ and $p^{*} \in \mathbb{Z}^{n}$.


## 3. Operations via Change of Variables

In this section we consider multimodularity of functions induced by changes of variables such as an origin shift, a sign inversion of variables, a permutation of variables, and a scaling of variables. We consistently adopt the proof strategy to translate the operations for multimodular functions to those for $L^{\natural}$-convex functions, so that we can better understand the connection between multimodularity and $\mathrm{L}^{\natural}$-convexity. In the proofs we use notations $f$ for a given multimodular function, $\tilde{f}$ for the function resulting from the operation, and

$$
\begin{align*}
& g(p)=f\left(p_{1}, p_{2}-p_{1}, p_{3}-p_{2}, \ldots, p_{n}-p_{n-1}\right)=f(D p)  \tag{3.1}\\
& \tilde{g}(p)=\tilde{f}\left(p_{1}, p_{2}-p_{1}, p_{3}-p_{2}, \ldots, p_{n}-p_{n-1}\right)=\tilde{f}(D p) \tag{3.2}
\end{align*}
$$

which imply

$$
\begin{align*}
& f(x)=g\left(x_{1}, x_{1}+x_{2}, x_{1}+x_{2}+x_{3}, \ldots, x_{1}+\cdots+x_{n}\right)=g\left(D^{-1} x\right)  \tag{3.3}\\
& \tilde{f}(x)=\tilde{g}\left(x_{1}, x_{1}+x_{2}, x_{1}+x_{2}+x_{3}, \ldots, x_{1}+\cdots+x_{n}\right)=\tilde{g}\left(D^{-1} x\right) \tag{3.4}
\end{align*}
$$

We start with an origin shift and a sign inversion of variables.
Proposition 4. For a multimodular function $f$ and an integer vector $b$, the function $\tilde{f}(x)=f(x+b)$ is multimodular.

Proof. By (3.3) and (3.4), we can translate $\tilde{f}(x)=f(x+b)$ to $\tilde{g}(p)=g(p+c)$ with $c=\left(b_{1}, b_{1}+\right.$ $b_{2}, b_{1}+b_{2}+b_{3}, \ldots, b_{1}+\cdots+b_{n}$, where $g$ is $L^{\natural}$-convex. Then $\tilde{g}$ is also $L^{\natural}$-convex, since $L^{\natural}$-convexity is stable under an origin shift.

Proposition 5. For a multimodular function $f$, the function $\tilde{f}(x)=f(-x)$ is multimodular.

Proof. By (3.3) and (3.4), we can translate $\tilde{f}(x)=f(-x)$ to $\tilde{g}(p)=g(-p)$, where $g$ is $L^{\natural}$-convex. Then $\tilde{g}$ is also $L^{\natural}$-convex, since $L^{\text {h }}$-convexity is stable under a sign inversion of variables.

It is known that reversing the ordering of variables preserves multimodularity [6, Remarks (1)]. It is emphasized that this is not obvious since the definition of multimodularity depends on the ordering of variables.
Proposition 6 ([6]). For a multimodular function $f$, the function $\tilde{f}$ defined by $\tilde{f}\left(x_{1}, x_{2}, \ldots, x_{n}\right)$ $=f\left(x_{n}, \ldots, x_{2}, x_{1}\right)$ is multimodular.

Proof. We give an alternative proof via $L^{\text {h }}$-convexity in accordance with our strategy. Let $R=$ $\left(r_{i j}\right)$ denote the permutation matrix representing the reversal of the ordering, i.e., $r_{i, n+1-i}=1$ for $i=1,2, \ldots, n$ and other entries being zero. Then we have $\tilde{f}(x)=f(R x)$. By (3.3) and (3.4), we can translate $\tilde{f}(x)=f(R x)$ to $\tilde{g}\left(D^{-1} x\right)=g\left(D^{-1} R x\right)$, that is, $\tilde{g}(p)=g\left(D^{-1} R D p\right)$. A direct calculation shows that the matrix $T=\left(t_{i j}\right)=D^{-1} R D$ is given by: $t_{i n}=1(i=1,2, \ldots, n)$, $t_{i, n-i}=-1(i=1,2, \ldots, n-1)$, and $t_{i j}=0$ for other $(i, j)$. For $n=4$, for example, we have $T=D^{-1} R D=\left[\begin{array}{rrrr}0 & 0 & -1 & 1 \\ 0 & -1 & 0 & 1 \\ -1 & 0 & 0 & 1 \\ 0 & 0 & 0 & 1\end{array}\right]$. Then we obtain ${ }^{\ddagger}$

$$
\begin{equation*}
\tilde{g}(p)=g\left(-\left(p_{n-1}, p_{n-2}, \ldots, p_{1}, 0\right)+p_{n} \mathbf{1}\right) . \tag{3.5}
\end{equation*}
$$

The $L^{\natural}$-convexity of $\tilde{g}$ can be seen as follows. Define $h: \mathbb{Z}^{n+1} \rightarrow \overline{\mathbb{R}}$ by

$$
h\left(p_{0}, p_{1}, p_{2}, \ldots, p_{n}\right)=g\left(-\left(p_{n-1}, p_{n-2}, \ldots, p_{1}, p_{0}\right)+p_{n} \mathbf{1}\right)
$$

and $g^{\text {rev }}: \mathbb{Z}^{n} \rightarrow \overline{\mathbb{R}}$ by

$$
g^{\mathrm{rev}}\left(p_{0}, p_{1}, \ldots, p_{n-2}, p_{n-1}\right)=g\left(-p_{n-1},-p_{n-2}, \ldots,-p_{1},-p_{0}\right) .
$$

The function $h$ is L-convex, since $g^{\text {rev }}$ is $L^{\natural}$-convex and the function derived from $g^{\text {rev }}$ by (2.5) coincides with $h$. Then the relation $\tilde{g}(p)=h\left(0, p_{1}, p_{2}, \ldots, p_{n}\right)$ in (3.5) means that $\tilde{g}$ is obtained from an L-convex function by restriction. Therefore, $\tilde{g}$ is $L^{\natural}$-convex.

Not every permutation of variables preserves multimodularity.
Example 3.1. The quadratic function $f(x)=x^{\top} A x$ with $A=\left[\begin{array}{lll}1 & 1 & 0 \\ 1 & 2 & 1 \\ 0 & 1 & 1\end{array}\right]$ is multimodular, whereas $\tilde{f}\left(x_{1}, x_{2}, x_{3}\right)=f\left(x_{2}, x_{1}, x_{3}\right)$ arising from a transposition is not multimodular. Indeed we have $\tilde{f}(x)=x^{\top} \tilde{A} x$ for $\tilde{A}=\left[\begin{array}{lll}2 & 1 & 1 \\ 1 & 1 & 0 \\ 1 & 0 & 1\end{array}\right]$, for which the condition (2.10) fails for $(i, j)=(1,3)$. Referring to Remark 2.3 we also note that $B=D^{\top} A D=\left[\begin{array}{rrr}1 & 0 & -1 \\ 0 & 1 & 0 \\ -1 & 0 & 1\end{array}\right] \in \mathcal{L}$ and $\tilde{B}=D^{\top} \tilde{A} D=$ $\left[\begin{array}{rrr}1 & -1 & 1 \\ -1 & 2 & -1 \\ 1 & -1 & 1\end{array}\right] \notin \mathcal{L}$. A cyclic permutation of variables $f\left(x_{3}, x_{1}, x_{2}\right)$ is not multimodular, either, since it coincides with $x^{\top} \tilde{A} x$.

A scaling of variables preserves multimodularity.

[^2]Proposition 7. For a multimodular function $f$ and a positive integer $s$, the function $\tilde{f}(x)=f(s x)$ is multimodular.

Proof. By (3.3) and (3.4), we can translate $\tilde{f}(x)=f(s x)$ to $\tilde{g}(p)=g(s p)$, where $g$ is $L^{\natural}$-convex. Then $\tilde{g}$ is also $L^{\natural}$-convex, since $L^{\natural}$-convexity is stable under a scaling of variables [14].

## 4. Operations Relating to Function Values

In this section we consider multimodularity of functions resulting from operations such as nonnegative multiplication of function values, addition of a linear function, projection (partial minimization), sum of two functions, and convolution of two functions. We continue with the proof strategy of translating the operations for multimodular functions to those for $L^{\natural}$-convex functions.

### 4.1. Multiplication and addition

We start with simple operations, for which the following statements are obvious.
Proposition 8 ([1]). Let $f, f_{1}, f_{2}$ be multimodular functions.
(1) For any $a \geq 0, \tilde{f}(x)=a f(x)$ is multimodular.
(2) For any $c \in \mathbb{R}^{n}, \tilde{f}(x)=f(x)+\sum_{i=1}^{n} c_{i} x_{i}$ is multimodular.
(3) For any separable convex function $\varphi(x), \tilde{f}(x)=f(x)+\varphi(x)$ is multimodular.
(4) Sum $\tilde{f}(x)=f_{1}(x)+f_{2}(x)$ is multimodular.

### 4.2. Restriction

Let $N=\{1,2, \ldots, n\}$. For a function $f: \mathbb{Z}^{N} \rightarrow \overline{\mathbb{R}}$ and a subset $U \subseteq N$, the restriction of $f$ to $U$ is a function $f_{U}: \mathbb{Z}^{U} \rightarrow \overline{\mathbb{R}}$ defined by ${ }^{\S}$

$$
\begin{equation*}
f_{U}(y)=f\left(y, \mathbf{0}_{N \backslash U}\right) \quad\left(y \in \mathbb{Z}^{U}\right) \tag{4.1}
\end{equation*}
$$

where $\mathbf{0}_{N \backslash U}$ denotes the zero vector in $\mathbb{Z}^{N \backslash U}$. The notation $\left(y, \mathbf{0}_{N \backslash U}\right)$ means the vector whose $i$ th component is equal to $y_{i}$ for $i \in U$ and to 0 for $i \in N \backslash U$; for example, if $N=\{1,2,3\}$ and $U=\{1,3\},\left(y, \mathbf{0}_{N \backslash U}\right)$ means $\left(y_{1}, 0, y_{3}\right)$.

The restriction of a multimodular function is known to be multimodular [1, Lemma 2.3] (see also [2, Lemma 3]).
Proposition 9 ([1]). For a multimodular function $f$ and any subset $U$, the restriction $f_{U}$ is multimodular, provided that dom $f_{U} \neq \emptyset$.
Proof. We give an alternative proof in accordance with our strategy. It suffices to consider the case where $N \backslash U=\{k\}$ for some $k \in N$. Define $\tilde{f}\left(x_{1}, \ldots, x_{k-1}, x_{k+1}, \ldots, x_{n}\right)=f\left(x_{1}, \ldots, x_{k-1}, 0, x_{k+1}\right.$, $\ldots, x_{n}$ ). Then $\tilde{f}$ is multimodular if and only if the inequality (2.2) holds for $f$ for all $z \in \mathbb{Z}^{n}$ and all distinct elements $d, d^{\prime}$ of

$$
\tilde{\mathcal{F}}=\mathcal{F} \backslash\left\{e^{k-1}-e^{k}, e^{k}-e^{k+1}\right\} \cup\left\{e^{k-1}-e^{k+1}\right\}
$$

where $e^{0}=e^{n+1}=\mathbf{0}$. We use notation $\psi(x)=\left(x_{1}, x_{1}+x_{2}, x_{1}+x_{2}+x_{3}, \ldots, x_{1}+\cdots+x_{n}\right)$ for the transformation $x \mapsto p$ in (2.8), i.e., $f(x)=g(\psi(x))$. If $k=1$, we have

$$
\begin{aligned}
\psi\left(-e^{2}\right) & =(0,-1, \ldots,-1)=e^{1}-\mathbf{1} \\
\psi\left(e^{i}-e^{i+1}\right) & =e^{i} \quad(i \in\{2, \ldots, n\})
\end{aligned}
$$

for the elements of $\tilde{\mathcal{F}}$, and therefore, $\tilde{f}$ is multimodular if and only if

$$
\begin{align*}
& g\left(p+e^{i}\right)+g\left(p+e^{j}\right) \geq g(p)+g\left(p+e^{i}+e^{j}\right)  \tag{4.2}\\
& g\left(p+e^{i}\right)+g\left(p+e^{1}-\mathbf{1}\right) \geq g(p)+g\left(p+e^{i}+e^{1}-\mathbf{1}\right) \tag{4.3}
\end{align*}
$$

${ }^{\S}$ For any $z \in \mathbb{Z}^{N \backslash U}$ we may consider a function $f(y, z)$ in $y \in \mathbb{Z}^{U}$. For simplicity we choose $z=\mathbf{0}_{N \backslash U}$.
where $i, j \in\{2, \ldots, n\}$ and $i \neq j$. If $2 \leq k \leq n$, we have

$$
\begin{aligned}
\psi\left(-e^{1}\right) & =(-1,-1, \ldots,-1)=-\mathbf{1} \\
\psi\left(e^{i}-e^{i+1}\right) & =e^{i} \quad(i \in\{1, \ldots, k-2\} \cup\{k+1, \ldots, n\}), \\
\psi\left(e^{k-1}-e^{k+1}\right) & =e^{k-1}+e^{k}
\end{aligned}
$$

for the elements of $\tilde{\mathcal{F}}$, and therefore, $\tilde{f}$ is multimodular if and only if

$$
\begin{align*}
& g\left(p+e^{i}\right)+g\left(p+e^{j}\right) \geq g(p)+g\left(p+e^{i}+e^{j}\right)  \tag{4.4}\\
& g\left(p+e^{i}\right)+g\left(p+e^{k-1}+e^{k}\right) \geq g(p)+g\left(p+e^{i}+e^{k-1}+e^{k}\right)  \tag{4.5}\\
& g\left(p+e^{i}\right)+g(p-\mathbf{1}) \geq g(p)+g\left(p+e^{i}-\mathbf{1}\right)  \tag{4.6}\\
& g\left(p+e^{k-1}+e^{k}\right)+g(p-\mathbf{1}) \geq g(p)+g\left(p+e^{k-1}+e^{k}-\mathbf{1}\right) \tag{4.7}
\end{align*}
$$

where $i, j \in\{1, \ldots, k-2\} \cup\{k+1, \ldots, n\}$ and $i \neq j$. We finally observe that inequalities (4.2)-(4.7) hold by the discrete midpoint convexity (2.4) of $g$.

### 4.3. Projection

For a function $f: \mathbb{Z}^{N} \rightarrow \overline{\mathbb{R}}$ and a subset $U \subseteq N$, the projection of $f$ to $U$ means a function $f^{U}: \mathbb{Z}^{U} \rightarrow \mathbb{R} \cup\{-\infty,+\infty\}$ defined by

$$
\begin{equation*}
f^{U}(y)=\inf \left\{f(y, z) \mid z \in \mathbb{Z}^{N \backslash U}\right\} \quad\left(y \in \mathbb{Z}^{U}\right) \tag{4.8}
\end{equation*}
$$

where the notation $(y, z)$ means the vector whose $i$ th component is equal to $y_{i}$ for $i \in U$ and to $z_{i}$ for $i \in N \backslash U$; for example, if $N=\{1,2,3,4\}$ and $U=\{2,3\},(y, z)=\left(z_{1}, y_{2}, y_{3}, z_{4}\right)$. We assume $f^{U}>-\infty$. The projection is sometimes called partial minimization.

A subset $U$ of $N=\{1,2, \ldots, n\}$ is said to be an interval if it consists of consecutive numbers. The projection of a multimodular function to an interval is multimodular.
Proposition 10. For a multimodular function $f$ and an interval $U$, the projection $f^{U}$ is multimodular.

Proof. We first consider the case of $U=N \backslash\{n\}$. By (4.8) and (2.8) we obtain

$$
\begin{aligned}
& f^{U}\left(x_{1}, x_{2}, \ldots, x_{n-1}\right) \\
& =\inf _{z \in \mathbb{Z}} f\left(x_{1}, x_{2}, \ldots, x_{n-1}, z\right) \\
& =\inf _{z \in \mathbb{Z}} g\left(x_{1}, x_{1}+x_{2}, \ldots, x_{1}+\cdots+x_{n-1}, x_{1}+\cdots+x_{n-1}+z\right) \\
& =g^{U}\left(x_{1}, x_{1}+x_{2}, \ldots, x_{1}+\cdots+x_{n-1}\right),
\end{aligned}
$$

where $g^{U}$ denotes the projection of $g$ to $U$. Here $g^{U}$ is $L^{\natural}$-convex, since the projection of an $\mathrm{L}^{\mathrm{h}}$-convex function is known [14, Theorem 7.11] to be $\mathrm{L}^{\natural}$-convex. Therefore, $f^{U}$ is multimodular.

The case of $U=N \backslash\{1\}$ can be reduced to the above case by Proposition 6, which allows us to reverse the ordering of variables. For a general interval $U$, we repeat eliminating variables from both ends of $\{1,2, \ldots, n\}$.

The projection of a multimodular function to an arbitrary subset $U$ is not necessarily multimodular.

Example 4.1. The quadratic function $f(x)=x^{\top} A x$ with $A=\left[\begin{array}{llll}3 & 2 & 1 & 0 \\ 2 & 3 & 2 & 1 \\ 1 & 2 & 2 & 1 \\ 0 & 1 & 1 & 1\end{array}\right]$ is multimodular, whereas its projection $f^{U}$ to $U=\{1,2,4\}$ is not. Indeed we have $f^{U}(y)=y^{\top} \tilde{A} y$ for $\tilde{A}=$ $\frac{1}{2}\left[\begin{array}{rrr}5 & 2 & -1 \\ 2 & 2 & 0 \\ -1 & 0 & 1\end{array}\right]$, where $\tilde{A}=\left(\tilde{a}_{i j} \mid i, j=1,2,4\right)$ is obtained from $A$ by the usual sweep-out operation: $\tilde{a}_{i j}=a_{i j}-a_{i 3} a_{3 j} / a_{33}(i, j \in\{1,2,4\})$. The matrix $\tilde{A}$ violates the condition (2.10) for $(i, j)=(1,2)$. Referring to Remark 2.3 we also note that $B=D_{4}^{\top} A D_{4}=\left[\begin{array}{rrrr}2 & 0 & 0 & -1 \\ 0 & 1 & 0 & 0 \\ 0 & 0 & 1 & 0 \\ -1 & 0 & 0 & 1\end{array}\right] \in \mathcal{L}$ and $\tilde{B}=D_{3}^{\top} \tilde{A} D_{3}=\frac{1}{2}\left[\begin{array}{rrr}3 & \boxed{1} & -1 \\ \boxed{1} & 3 & -1 \\ -1 & -1 & 1\end{array}\right] \notin \mathcal{L}$, where $D_{4}$ and $D_{3}$ are $4 \times 4$ and $3 \times 3$ matrices defined as in (2.9).

### 4.4. Convolution

The (infimal) convolution of two functions $f_{1}, f_{2}: \mathbb{Z}^{n} \rightarrow \overline{\mathbb{R}}$ is defined by

$$
\begin{equation*}
\left(f_{1} \square f_{2}\right)(x)=\inf \left\{f_{1}(y)+f_{2}(z) \mid x=y+z, y, z \in \mathbb{Z}^{n}\right\} \quad\left(x \in \mathbb{Z}^{n}\right) \tag{4.9}
\end{equation*}
$$

where it is assumed that the infimum is bounded from below (i.e., $\neq-\infty$ ) for every $x \in \mathbb{Z}^{n}$. The Minkowski sum of two sets $S_{1}, S_{2} \subseteq \mathbb{Z}^{n}$ is defined by

$$
\begin{equation*}
S_{1}+S_{2}=\left\{y+z \mid y \in S_{1}, z \in S_{2}\right\} \tag{4.10}
\end{equation*}
$$

The indicator function of the Minkowski sum coincides with the convolution of the respective indicator functions, i.e., $\delta_{S_{1}+S_{2}}=\delta_{S_{1}} \square \delta_{S_{1}}$.

Example 4.2 below shows the following facts. Recall that a multimodular set means a set whose indicator function is multimodular (Remark 2.1) and that a separable convex function is multimodular (Proposition 2).

- The Minkowski sum of a multimodular set and an integer interval (box) is not necessarily a multimodular set.
- The convolution $f \square \varphi$ of a multimodular function $f$ and a separable convex function $\varphi$ is not necessarily a multimodular function.
- The convolution $f_{1} \square f_{2}$ of two multimodular functions $f_{1}$ and $f_{2}$ is not necessarily a multimodular function.
Example 4.2. Let $S_{1}=\{(0,0,0),(1,0,-1)\}$ and $S_{2}=\{(0,0,0),(0,1,0)\}$, where $S_{2}$ is an integer interval. Both $S_{1}$ and $S_{2}$ are multimodular, but their Minkowski sum $S_{1}+S_{2}=\{(0,0,0),(1,0,-1)$, $(0,1,0),(1,1,-1)\}$ is not multimodular. We can check this directly or via transformation to $T_{i}=$ $\left\{D^{-1} x \mid x \in S_{i}\right\}$ for $i=1,2$. We have $T_{1}=\{(0,0,0),(1,1,0)\}$ and $T_{2}=\{(0,0,0),(0,1,1)\}$, which are easily seen to be $L^{\text {}}$-convex. But their Minkowski sum $T_{1}+T_{2}=\{(0,0,0),(0,1,1)$, $(1,1,0),(1,2,1)\}$ is not $L^{\natural}$-convex, since for $p=(0,1,1)$ and $q=(1,1,0)$ in $T_{1}+T_{2}$, we have $\lceil(p+q) / 2\rceil=(1,1,1) \notin T_{1}+T_{2}$ and $\lfloor(p+q) / 2\rfloor=(0,1,0) \notin T_{1}+T_{2}$. Since $T_{1}+T_{2}=\left\{D^{-1} x \mid x \in\right.$ $\left.S_{1}+S_{2}\right\}$, this means that $S_{1}+S_{2}$ is not multimodular. It it mentioned that this example is based on the example for $L^{\natural}$-convex sets given in [14, Note 5.11] and [19, Example 3.11].


## 5. Concluding Remarks

Multimodular functions have been used as a fundamental tool to analyze recurrence relations in the literature of queueing theory, discrete-event systems, and operations research. In some analysis, propagation or stability of multimodularity through recurrence formulas plays a critical role.

Table 1: Fundamental operations on discrete convex functions

| Discrete convexity | Variables |  | Restriction | Projection | Addition |  | Convolution |  | Reference |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Permut. | Scaling |  |  | $f+\varphi$ | $f_{1}+f_{2}$ | $f \square \varphi$ | $f_{1} \square f_{2}$ |  |
| Separable conv | Y | Y | Y | Y | Y | Y | Y | Y |  |
| Integrally conv | Y | $N$ | Y | Y | Y | $N$ | Y | $N$ | [10, 11, 19] |
| $L^{\text {h }}$-convex | Y | Y | Y | Y | Y | Y | Y | $N$ | [14] |
| L-convex | Y | Y | $N$ | Y | Y | Y | Y | $N$ | [14] |
| $\mathrm{M}^{\natural}$-convex | Y | $N$ | Y | Y | Y | $N$ | Y | Y | [14] |
| M-convex | Y | $N$ | Y | $N$ | Y | $N$ | Y | Y | [14] |
|  |  |  | Y |  | Y | Y |  |  | [1] |
| Multimodular | $\begin{gathered} N \\ \mathrm{Y}^{*}: \text { Prop. } 6 \\ \text { alt. proof } \end{gathered}$ | Y: Prop. 7 | alt. proof | $\begin{gathered} N \\ \text { Y*:Prop. } 10 \end{gathered}$ |  |  | $N$ | $N$ | this paper <br> [6] <br> this paper |
| Globally d.m.c. | Y | Y | Y | Y | Y | Y | $N$ | $N$ | [12] |
| Locally d.m.c. | Y | Y | Y | Y | Y | Y | $N$ | $N$ | [12] |
| M-conv (jump) | Y | $N$ | Y | Y | Y | $N$ | Y | Y | [7, 16] |

d.m.c.: discrete midpoint convex,

Y: Discrete convexity (of that kind) is preserved, $N$ : Not preserved
Y*: Discrete convexity (of that kind) is preserved in some cases

A recurrence formula consists of various kinds of operations, some of which preserve multimodularity and others not. The projection operation (partial minimization) is closely related to the Bellman equation in dynamic programming, and the assumption of $U$ being an interval (consecutive variables) in Proposition 10 is quite natural in this interpretation. The reversal of the ordering of variables in Proposition 6 corresponds to the reversal of "time" in recurrence relations. It is hoped that the results of this paper will find applications in concrete problems in operations research.

The known facts about fundamental operations on discrete convex functions, including those obtained in this paper, are summarized in Table 1.

## Acknowledgement

This work was supported by CREST, JST, Grant Number JPMJCR14D2, Japan, and JSPS KAKENHI Grant Numbers 17K00037, 26280004.

## References

[1] E. Altman, B. Gaujal, and A. Hordijk: Multimodularity, convexity, and optimization properties. Mathematics of Operations Research, 25 (2000), 324-347.
[2] E. Altman, B. Gaujal, and A. Hordijk: Discrete-Event Control of Stochastic Networks: Multimodularity and Regularity, Lecture Notes in Mathematics 1829 (Springer, Heidelberg, 2003).
[3] D. Freund, S.G. Henderson, and D.B. Shmoys: Minimizing multimodular functions and allocating capacity in bike-sharing systems. In F. Eisenbrand and J. Koenemann (eds.): Integer Programming and Combinatorial Optimization Lecture Notes in Computer Science 10328 (Springer, Berlin, 2017), 186-198.
[4] S. Fujishige: Submodular Functions and Optimization, Second Edition (Elsevier, Amsterdam, 2005).
[5] P. Glasserman and D.D. Yao: Monotone Structure in Discrete-Event Systems (Wiley, New York, 1994).
[6] B. Hajek: Extremal splittings of point processes. Mathematics of Operations Research, 10 (1985), 543-556.
[7] Y. Kobayashi, K. Murota, and K. Tanaka: Operations on M-convex functions on jump systems. SIAM Journal on Discrete Mathematics, 21 (2007), 107-129.
[8] G. Koole and E. van der Sluis: Optimal shift scheduling with a global service level constraint. IIE Transactions, 35 (2003), 1049-1055.
[9] Q. Li and P. Yu: Multimodularity and its applications in three stochastic dynamic inventory problems. Manufacturing $\mathcal{E}$ Service Operations Management, 16 (2014), 455-463.
[10] S. Moriguchi and K. Murota: Projection and convolution operations for integrally convex functions. Discrete Applied Mathematics (2018). doi:10.1016/j.dam.2018.08.010.
[11] S. Moriguchi, K. Murota, A. Tamura, and F. Tardella: Scaling, proximity, and optimization of integrally convex functions. Mathematical Programming (2018). doi:10.1007/s10107-018-1234-z.
[12] S. Moriguchi, K. Murota, A. Tamura, and F. Tardella: Discrete midpoint convexity. Mathematics of Operations Research, to appear.
[13] K. Murota: Discrete convex analysis. Mathematical Programming, 83 (1998), 313-371.
[14] K. Murota: Discrete Convex Analysis (Society for Industrial and Applied Mathematics, Philadelphia, 2003).
[15] K. Murota: Note on multimodularity and L-convexity. Mathematics of Operations Research, 30 (2005), 658-661.
[16] K. Murota: M-convex functions on jump systems: A general framework for minsquare graph factor problem. SIAM Journal on Discrete Mathematics, 20 (2006), 213-226.
[17] K. Murota: Primer of Discrete Convex Analysis-Discrete versus Continuous Optimization (in Japanese) (Kyoritsu Publishing Co., Tokyo, 2007).
[18] K. Murota: Recent developments in discrete convex analysis. In W. Cook, L. Lovász, and J. Vygen (eds.): Research Trends in Combinatorial Optimization (Springer, Berlin, 2009), Chapter 11, 219-260.
[19] K. Murota and A. Shioura: Relationship of M-/L-convex functions with discrete convex functions by Miller and by Favati-Tardella. Discrete Applied Mathematics, 115 (2001), 151176.
[20] S. Stidham, Jr., and R.R. Weber: A survey of Markov decision models for control of networks of queues. Queueing Systems, 13 (1993), 291-314.
[21] P.R. de Waal and J.H. van Schuppen: A class of team problems with discrete action spaces: optimality conditions based on multimodularity. SIAM Journal on Control and Optimization, 38 (2000), 875-892.
[22] R.R. Weber and S. Stidham, Jr.: Optimal control of service rates in networks of queues. Advances in Applied Probability, 19 (1987), 202-218.
[23] W. Zhuang and M.Z.F. Li: A new method of proving structural properties for certain class of stochastic dynamic control problems. Operations Research Letters, 38 (2010), 462-467.

Satoko Moriguchi<br>Department of Economics and Business Administration Tokyo Metropolitan University 1-1 Minami-osawa, Hachioji Tokyo 192-0397, Japan<br>E-mail: satoko5@tmu.ac.jp


[^0]:    ${ }^{*}$ Here $x=(y, z)$ up to a permutation of components. See (4.8) in Section 4.3 for the precise meaning of the notation.

[^1]:    $\dagger$ "Lh-convex" should be read "ell natural convex."

[^2]:    ${ }^{\ddagger}$ It is somewhat surprising that the order reversal of variables corresponds to the transformation (3.5) for $L^{\natural}$-convex functions.

