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Abstract The purpose of this study is to consider the problem of finding a guaranteed way of winning
a certain two-player combinatorial game of perfect knowledge from the standpoint of mutually dependent
decision processes (MDDPs). Our MDDP model comprises two one-stage deterministic decision processes.
Each decision process expresses every turn of a player. We analyze a MDDP problem in which the length of
turns taken by a player is minimized, allowing him to win regardless of the decisions made by his opponent.
The model provides a formulation for finding the shortest guaranteed strategy. Although computational
complexity remains, the concept introduced in this paper can also be applied to other two-player combina-
torial games of perfect knowledge.

Keywords: Dynamic programming, decision process, combinatorial game, winning
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1. Introduction

The concept of mutually dependent decision processes (MDDPs) was introduced in [6]. An
MDDP comprises a recursive combination of decision processes using reward functions at
each stage and transitions between state spaces. The transition structure of an MDDP can
be regarded as a nonserial system [2, 9]. The MDDP model applied in this paper is struc-
tured upon two types of finite-stage deterministic decision processes: main processes and
subprocesses. Each process consists of states, decisions, reward functions, and a determin-
istic transition law and operates by an ordinary decision process. The flow of the model is
implemented as follows. First, the initial state in the main process is given. At each stage,
the current state is observed and a decision is made. The next state is determined by the
transition law, and this flow, constituting the main process, is an ordinary deterministic
decision process. However, the reward at each stage is given by the optimal value (in gen-
eral, the function of the optimal value) of the alternative decision process (the subprocess),
which also operates as an ordinary deterministic decision process. The initial state in the
subprocess is determined by the current state and decision in the main process. Similarly,
the reward at each stage in the subprocess is given by the optimal value of the main pro-
cess whose initial state is determined by the current state and decision in the subprocess.
This interaction is recursively repeated in all state sequences along alternating processes.
However, the terminal rewards in both processes are assigned in the usual manner and are
independent of the other decision process. This is called an MDDP.

The MDDP model enables easier treatment of some classes of complex multi-stage de-
cision processes. We actually apply a deterministic MDDP model with associative reward
systems to a problem on convex polyhedra constructed by paper units [8]. Moreover, under
stochastic environment, the MDDP framework includes Markov game models as MDDP
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models with one-stage Markov decision processes.
In this paper, we consider an additive MDDPmodel consisting of two one-stage determin-

istic decision processes. It can be applied to the problem of finding the shortest guaranteed
strategy for winning a type of two-player game known as the pyramid game, which is one of
the impartial combinatorial games of perfect knowledge [1]. We formulate the problem and
solve it using mutually dependent recursive equations introduced by dynamic programming.
The concept underlying this research can be applied to other two-player combinatorial games
of perfect knowledge, including partizan games.

2. Mutually Dependent Decision Processes

Typical deterministic MDDP models are discussed in [3, 4, 6]. In this section, we describe
a deterministic MDDP model with two one-stage decision processes and the associated
mutually dependent recursive equations. The model has an additive criterion and both
processes have a common state space and a common decision space.

The main process P(x0) and the subprocess Q(x0) are formulated as follows:

P(x0) minimize r(x0, u0) + rG(x1)

subject to x1 = f(x0, u0),
u0 ∈ U(x0),

Q(x0) maximize q(x0, u0) + qG(x1)

subject to x1 = f(x0, u0),
u0 ∈ U(x0),

where
1. X, a nonempty finite set, is the state space. T ⊂ X denotes the terminal state set. The

transition is terminated if a terminal state appears by transition law. The initial state
x0 (∈ X \ T ) is specified at the beginning of the process.

2. U , a nonempty finite set, is the action space. We denote the power set of U by 2U :

2U = {A : a set |A ⊂ U} .

Furthermore, by U , we denote a point-to-set valued mapping from X \ T to 2U \ {ϕ}.
U(x), called the feasible action space, represents the set of all feasible actions in state
x. Let Gr(U) denote the graph of U(·):

Gr(U) = {(x, u) | u ∈ U(x), x ∈ X \ T}.

3. r : Gr(U) → R and q : Gr(U) → R are the reward functions in the main process and
the subprocess, respectively, where R = (−∞,∞). The functions rG : T → R and
qG : T → R are the terminal reward functions in the main process and the subprocess,
respectively.

4. f : Gr(U) → T is a deterministic transition law. Whenever an action is chosen for the
initial state, the process progresses to a terminal state. The transition is terminated at
time 1.
We now introduce another transition law that connects the main process and the sub-

process:
g : Gr(U)→ X.
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The initial state of a subprocess problem is given by this transition g, which depends on
the state x0 and decision u0 at time 0 in the main process. Conversely, the initial state of a
main process problem is given by g, which depends on the state x0 and decision u0 at time
0 in the subprocess.

The rewards r and q are then defined as follows:

r(x, u) =


qG(x0) x0 = g(x, u) ∈ T,

max
x1=f(x0,u0)

u0∈U(x0)

[
q(x0, u0) + qG(x1)

]
x0 = g(x, u) ̸∈ T, (2.1)

q(x, u) =


rG(x0) x0 = g(x, u) ∈ T,

min
x1=f(x0,u0)

u0∈U(x0)

[
r(x0, u0) + rG(x1)

]
x0 = g(x, u) ̸∈ T. (2.2)

Here r(x, u) is the maximum value of the subprocess problem with the corresponding initial
state x0 = g(x, u). When x0 is a terminal state, r(x, u) is the terminal reward qG(x0).
Similarly, q(x, u) is the minimum value of the main process problem initiated with x0 =
g(x, u). We assume a finite maximum length of all state sequences along the alternating
processes. Our target problem then becomes the main process problem P(x̄0), where x0 ∈
X \ T is a given initial state.

Next, we consider the following subproblems for the main process with initial states
x0 ∈ X and optimal values which are denoted by w(x0).

w(x0) = rG(x0) x0 ∈ T,

w(x0) = min
x1=f(x0,u0)

u0∈U(x0)

[r(x0, u0) + rG(x1)] x0 ̸∈ T.

Similarly, we consider the following subproblems in the subprocess with initial states x0 ∈ X
and optimal values z(x0).

z(x0) = qG(x0) x0 ∈ T,

z(x0) = max
x1=f(x0,u0)

u0∈U(x0)

[q(x0, u0) + qG(x1)] x0 ̸∈ T.

Then, the mutually dependent recursive equations for MDDP in [6] reduce to

w(x) = rG(x) x ∈ T, (2.3)

w(x) = min
u∈U(x)

[z(g(x, u)) + rG(f(x, u))] x ̸∈ T. (2.4)

z(x) = qG(x) x ∈ T, (2.5)

z(x) = max
u∈U(x)

[w(g(x, u)) + qG(f(x, u))] x ̸∈ T. (2.6)

3. Guaranteed Way to Win a Game

3.1. Pyramid game
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Figure 2: Game flow

Figure 1: Starting position

The two-player game we consider in this research is the
same as that investigated in [5]. Initially, a group of
vertical bars is arranged, as shown in Figure 1. The
bars are divided into several tiers with n bars in the nth
tier. In this analysis, p (p ≥ 2) is a given positive integer
and we consider a p-tier game.

Two players mark the bars in turns. In each turn,
each player must mark at least one bar. If a player marks
more than two bars, those bars must be consecutive in the same tier. The player who marks
the last bar loses. The number of tiers is chosen arbitrarily at the beginning of the game.
This game, which is known as the pyramid game, is played in some parts of Japan.

An example of the game flow is illustrated in Figure 2. The first player marks the left
bar in the second tier (Figure 2 (ii)). The second player then marks two bars from right
side in the third tier (Figure 2 (iii)). In the second move, the first player marks the left bar
in the third tier (Figure 2 (iv)) and the second player marks the bar in the first tier (Figure
2 (v)). Finally, the first player must mark the last bar (Figure 2 (vi)) and the second player
wins.

Our interest is in determining whether a guaranteed winning strategy exists. This is a
strategy by which a player can win irrespective of the moves his opponent makes.

3.2. Formulation

The purpose of this study is to find a guaranteed winning strategy using an MDDP approach.
Applying the framework introduced in Section 2, the main process and the subprocess
correspond to the first and second player, respectively. Both objective functions express the
number of turns taken by the first player from the initial state to a win. The first player
wishes to win and minimize the objective function. On the other hand, in addition to win,
even if the second player cannot win, he wishes to maximize the objective function which
is the number of turns taken by the first player.

Consider a general p-tier pyramid game, as shown in Figure 1. In our formulation, a state
and an action denote the current game position and the decision of each player. First, the
state and state space are defined using the same notations of state and decision described
in [5]. Note that equivalent positions need not be differentiated because they lead to the
same result (Figure 3). In fact, only two numbers are significant: the number of bars in
the consecutive bar series and the number of consecutive bar series of the same length. The
location of the bars is irrelevant. In the plays shown in Figure 3, there is one independent
bar, one series of two consecutive bars, and no series of three consecutive bars. Therefore,
the state is defined as a p-dimensional vector whose nth element denotes the number of n
consecutive bars. Formally, the state space is defined as follows:

X =
{
(x1, x2, . . . , xp) | xi = 0, 1, 2, . . . , i = 1, 2, . . . , p

}
.
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Figure 3: Equivalent positions

The initial state is given by

x0 = (1, 1, . . . , 1) ∈ X.

The state (1, 0, 0, . . . , 0) denotes a loss for a player, because he has no option but to mark the
last bar. This terminates the game. For convenience, we add the dummy state (0, 0, . . . , 0)
as a terminal state. The state (0, 0, . . . , 0) is used as the terminal state, x1, of the main
process and subprocess. Note that an ordinary state transition connecting both processes
(defined below) cannot yield (0, 0, . . . , 0); therefore, the terminal state set is given by

T = {(1, 0, 0, . . . , 0), (0, 0, . . . , 0)} ⊂ X.

Figure 4: Action (6, 2, 4)

Next, we define the action and the action space. Each
player’s decision is characterized by three numbers: u1, u2, and
u3. The number u1 specifies the target series of consecutive
bars, while u2 and u3 specify the range of bars marked by the
player. For example, if a player marks the 2nd, 3rd, and 4th
bars in a series of six consecutive bars (Figure 4), his action is
characterized by u1 = 6, u2 = 2, and u3 = 4. Thus, the action
is defined as a three-dimensional vector and the action space
is defined as follows:

U =

p∪
n=1

Un,

where

Un =

(u1, u2, u3)

∣∣∣∣∣∣∣∣∣
u1 = n
u2, u3 ∈ {1, 2, . . . , n}
u2 <

n

2
+ 1

u2 ≤ u3 ≤ u1 − u2 + 1

 n = 1, 2, . . . , p.

Each Un is the set of all actions for n consecutive bars. The inequalities u2 <
n

2
+ 1 and

u2 ≤ u3 ≤ u1 − u2 + 1 exclude redundant actions. For example, the following two cases are
equivalent. In the first case, a player marks two bars from the left side of a consecutive bar
series, whereas in the second case, he marks two bars from the right side of the same bar
series. Both cases lead to the same outcome and do not need to be individually considered.
We define U(x), the set of all feasible actions for x ∈ X, as follows:

U(x) =
∪

n;xn≥1

Un, x = (x1, x2, . . . , xp) ∈ X.
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Figure 5: Transition g((1, 1, 0, 1), (4, 2, 3))

U(x) is assumed to exclude actions by which a player deliberately loses the game when
other options are available. Specifically, if a state x = (x1, x2, . . . , xp) satisfies x1 = 0 and
p∑

i=2

xi = 1, then, for n such that xn = 1, we redefine Un as follows:

Un ←− Un \ {(n, 1, n)}.

Example 3.1. For x = (2, 0, 1), y = (0, 0, 1) ∈ X, we have

U(x) = U1 ∪ U3 = {(1, 1, 1)} ∪ {(3, 1, 1), (3, 1, 2), (3, 1, 3), (3, 2, 2)}
= {(1, 1, 1), (3, 1, 1), (3, 1, 2), (3, 1, 3), (3, 2, 2)} ,

U(y) = U3 = {(3, 1, 1), (3, 1, 2), (3, 2, 2)} .

□

Next, we consider the transition system. The transition f : Gr(U)→ T of each process
is defined as follows:

f(x, u) = (0, 0, . . . , 0) (x, u) ∈ Gr(U).

As noted above, the terminal state (0, 0, . . . , 0) is a dummy state. Taking this into account,
to define

rG((0, 0, . . . , 0)) = 1, (3.1)

in the main process, we increase the number of turns taken by the first player by one. The
main process and the subprocess are connected by the transition g : Gr(U)→ X, as follows:

g((x1, x2, . . . , xp), (u1, u2, u3)) = (x′
1, x

′
2, . . . , x

′
p) ((x1, x2, . . . , xp), (u1, u2, u3)) ∈ Gr(U),

where

x′
i =



xi − 1 ( i = u1 ),

xi + 1

 i = u2 − 1 ̸= u1 − u3, u2 − 1 > 0
or

i = u1 − u3 ̸= u2 − 1, u1 − u3 > 0

 ,

xi + 2 ( i = u2 − 1 = u1 − u3 ),

xi ( otherwise ).

For example, if a player takes the action u = (4, 2, 3) for the state x = (1, 1, 0, 1), then the
opponent faces position x′ = (3, 1, 0, 0) (see Figure 5).
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Finally, we specify

L =

[
1 + 2 + · · ·+ p

2

]
,

where

[x] = max{y | y ≤ x, y : integer},

and define the terminal rewards rG : T → R and qG : T → R by

rG(x) = L x = (1, 0, . . . , 0),

qG(x) = 0 x ∈ T

and Equation (3.1). As per the definition of the reward functions (Equations (2.1) and
(2.2)), the first player needs r(x, u) turns in the worst case until reaching a win for position
g(x, u). In this case, when the game ends, the terminal cost L means that the first player
is the loser. Note that, before the terminal state (1, 0, . . . , 0) appears, the number of turns
taken by each player is less than or equal to L. For this reason, to ensure that the first player
wins, the optimal value must be less than or equal to L. If the minimum of P((1, 1, . . . , 1))
is less than or equal to L, a guaranteed winning strategy exists and the optimal decision
function gives the shortest strategy. Otherwise, no guaranteed winning strategy exists for
the first player.

3.3. Recursive equations

In our formulation, the mutually dependent recursive equations are given by the following:

W (x) = L x = (1, 0, . . . , 0), (3.2)

W (x) = min
u∈U(x)

[Z(g(x, u)) + 1] x ∈ X \ T. (3.3)

Z(x) = 0 x = (1, 0, . . . , 0), (3.4)

Z(x) = max
u∈U(x)

[W (g(x, u))] x ∈ X \ T. (3.5)

These are immediately derived from Equations (2.3) – (2.6). By computing W ((1, 1, . . . , 1)),
we can derive the guaranteed winning strategy for the first player as the optimal decision
function π∗ : X \ T → U , given by

π∗(x) ∈ argmin
u∈U(x)

[Z(g(x, u)) + 1] x ∈ X \ T.

Note that we need not record the optimal decision(s) for the latter player:

argmax
u∈U(x)

[W (g(x, u))] x ∈ X \ T.

3.4. Surefire winning strategies for the second player

With some modifications, our formulation can also be used to find a guaranteed winning
strategy for the second player. By exchanging the roles of the main process and the sub-
process, the problem can be reinterpreted as minimizing the number of turns taken by the
second player until he wins. Thus, computing Z((1, 1, . . . , 1)) with Equations (3.2) – (3.5)
gives a guaranteed winning strategy for the second player π∗ : X \ T → U constructed by

π∗(x) ∈ argmin
u∈U(x)

[Z(g(x, u)) + 1].

This is demonstrated in Example 4.3.
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4. Numerical Examples and Computational Results

Example 4.1 (Two-tier Game). Consider a two-tier pyramid game (i.e., p = 2). Then

L =

[
1 + 2

2

]
= 1, x0 = (1, 1).

First, for the terminal state (1, 0),

W ((1, 0)) = L = 1, Z((1, 0)) = 0.

Next, since U((1, 1)) =
{
(1, 1, 1), (2, 1, 1), (2, 1, 2)

}
,

W ((1, 1)) = min
u∈U(1,1)

[
Z(g((1, 1), u)) + 1

]
= min

[(
Z(g((1, 1), (1, 1, 1))) + 1

)
,
(
Z(g((1, 1), (2, 1, 1))) + 1

)
,
(
Z(g((1, 1), (2, 1, 2))) + 1

)]
= min

[(
Z((0, 1)) + 1

)
,
(
Z((2, 0)) + 1

)
,
(
Z((1, 0)) + 1

)]
.

Moreover, U((0, 1)) =
{
(2, 1, 1)

}
and U((2, 0)) =

{
(1, 1, 1)

}
lead to the following:

Z((0, 1)) = max
u∈U((0,1))

[
W (g((0, 1), u))

]
= W ((1, 0)) = L = 1,

Z((2, 0)) = max
u∈U((2,0))

[
Z(g((2, 0), u))

]
= W ((1, 0)) = L = 1,

respectively. Thus

W ((1, 1)) = min
[
(1 + 1), (1 + 1), (0 + 1)

]
= 1, π∗((1, 1)) = (2, 1, 2).

BecauseW ((1, 1)) ≤ L, there exists a strategy for winning the game and the optimal decision
is π∗((1, 1)) = (2, 1, 2). In the first turn, the first player should mark both bars in the second
tier. □

We now give some results as the corollary of the recursive equations (3.2) – (3.5). It is
easily shown that

W ((2k, 0, 0, . . . , 0)) = k, k = 1, 2, . . . (4.1)

π∗((2k, 0, 0, . . . , 0)) = (1, 1, 1), k = 1, 2, . . .

W ((2k + 1, 0, 0, . . . , 0)) = L+ k (> L), k = 1, 2, . . . (4.2)

W ((2k, . . . , 0,

lth
↓
1 , 0, . . . , 0)) = k + 1, k = 0, 1, . . . ; l = 2, 3, . . . , p (4.3)

π∗((2k, . . . , 0,

lth
↓
1 , 0, . . . , 0)) = (l, 1, l − 1), k = 0, 1, . . . ; l = 2, 3, . . . , p

W ((2k + 1, 0, . . . , 0,

lth
↓
1 , 0, . . . , 0)) = k + 1, k = 0, 1, . . . ; l = 2, 3, . . . , p (4.4)

π∗((2k + 1, 0, . . . , 0,

lth
↓
1 , 0, . . . , 0)) = (l, 1, l), k = 0, 1, . . . ; l = 2, 3, . . . , p

and

Z((2k + 1, 0, 0, . . . , 0)) = k, k = 1, 2, . . . (4.5)

Z((2k, 0, 0, . . . , 0)) = L+ k − 1, k = 1, 2, . . . (4.6)

Z((2k, 0, . . . , 0,

lth
↓
1 , 0, . . . , 0)) = L+ k, k = 0, 1, . . . ; l = 2, 3, . . . , p (4.7)

Z((2k + 1, 0, . . . , 0,

lth
↓
1 , 0, . . . , 0)) = L+ k, k = 0, 1, . . . ; l = 2, 3, . . . , p (4.8)
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hold.

Example 4.2 (Three-tier Game). Consider a three-tier pyramid game (i.e., p = 3). Then

L =

[
1 + 2 + 3

2

]
= 3, x0 = (1, 1, 1).

First, for the terminal state (1, 0, 0),

W ((1, 0, 0)) = L = 3, Z((1, 0, 0)) = 0.

Next, since U((1, 1, 1)) =
{
(1, 1, 1), (2, 1, 1), (2, 1, 2), (3, 1, 1), (3, 1, 2), (3, 1, 3), (3, 2, 2)

}
,

we get

W ((1, 1, 1)) = min
u∈U((1,1,1))

[
Z(g((1, 1, 1), u)) + 1

]
= min

[(
Z((0, 1, 1)) + 1

)
,
(
Z((2, 0, 1)) + 1

)
,
(
Z((1, 0, 1)) + 1

)
,(

Z((1, 2, 0)) + 1
)
,
(
Z((2, 1, 0)) + 1

)
,
(
Z((1, 1, 0)) + 1

)
,
(
Z((3, 1, 0)) + 1

)]
.

Equations (4.7) and (4.8) give

Z((1, 0, 1)) = Z((1, 1, 0)) = 3, Z((2, 0, 1)) = Z((2, 1, 0)) = Z((3, 1, 0)) = 4,

and, by U((0, 1, 1)) =
{
(2, 1, 1), (2, 1, 2), (3, 1, 1), (3, 1, 2), (3, 1, 3), (3, 2, 2)

}
, we have

Z((0, 1, 1)) = max
u∈U((0,1,1))

[
W (g((0, 1, 1), u))

]
= max

[
W ((1, 0, 1)), W ((0, 0, 1)), W ((0, 2, 0)), W ((1, 1, 0)), W ((0, 1, 0)), W ((2, 1, 0))

]
.

From Equations (4.1) and (4.2),

W ((1, 0, 1)) = W ((0, 0, 1)) = W ((1, 1, 0)) = W ((0, 1, 0)) = 1, W ((2, 1, 0)) = 2.

Furthermore, U((0, 2, 0)) =
{
(2, 1, 1), (2, 1, 2)

}
, Equations (4.7) and (4.8) lead to

W ((0, 2, 0)) = min
u∈U((0,2,0))

[
Z(g((0, 2, 0), u)) + 1

]
= min

[(
Z((1, 1, 0)) + 1

)
,
(
Z((0, 1, 0)) + 1

)]
= min

[
(3 + 1), (3 + 1)

]
= 4 ( > L).

Thus

Z((0, 1, 1)) = max
[
1, 1, 4, 1, 1, 2

]
= 4.

Similarly,
U((1, 2, 0)) =

{
(1, 1, 1), (2, 1, 1), (2, 1, 2)

}
,

Z((1, 2, 0)) = max
u∈U((1,2,0))

[
W (g((1, 2, 0), u))

]
= max

[
W ((0, 2, 0)), W ((2, 1, 0)), W ((1, 1, 0))

]
= max

[
4, 2, 1

]
= 4.
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Therefore

W ((1, 1, 1)) = min
[
(4 + 1), (4 + 1), (3 + 1), (4 + 1), (4 + 1), (3 + 1), (4 + 1)

]
= 4.

Since the optimal value W ((1, 1, 1)) exceeds L = 3, the first player does not have a guaran-
teed strategy for winning the game. □

In the case that p = 3, whatever decision is made by the first player, the second player
has a counteracting winning decision. The next example demonstrates a guaranteed winning
strategy for the second player.
Example 4.3 (Three-tier Game, Guaranteed Winning Strategy for the Second Player).
From Example 4.2, we have

L = 3, x0 = (1, 1, 1), W ((1, 0, 0)) = 3, Z((1, 0, 0)) = 0,

and

Z((1, 1, 1)) = max
u∈U((1,1,1))

[
W (g((1, 1, 1), u))

]
= max

[
W ((0, 1, 1)), W ((2, 0, 1)), W ((1, 0, 1)), W ((1, 2, 0)),

W ((2, 1, 0)), W ((1, 1, 0)), W ((3, 1, 0))
]
.

By Equations (4.3) and (4.4),

W ((1, 0, 1)) = W ((1, 1, 0)) = 1, W ((2, 0, 1)) = W ((2, 1, 0)) = W ((3, 1, 0)) = 2.

Furthermore,

W ((0, 1, 1)) = min
u∈U((0,1,1))

[
Z(g((0, 1, 1), u)) + 1

]
= min

[(
Z((1, 0, 1)) + 1

)
,
(
Z((0, 0, 1)) + 1

)
,
(
Z((0, 2, 0)) + 1

)
,(

Z((1, 1, 0)) + 1
)
,
(
Z((0, 1, 0)) + 1

)
,
(
Z((2, 1, 0)) + 1

)]
.

Equations (4.7) and (4.8) give

Z((1, 0, 1)) = Z((0, 0, 1)) = Z((1, 1, 0)) = Z((0, 1, 0)) = 3, Z((2, 1, 0)) = 4,

and we have

Z((0, 2, 0)) = max
u∈U((0,2,0))

[
W (g((0, 2, 0), u))

]
= max

[
W ((1, 1, 0)), W ((0, 1, 0))

]
= max

[
1, 1

]
= 1.

Then

W ((0, 1, 1)) = min
[
(3 + 1), (3 + 1), (1 + 1), (3 + 1), (3 + 1), (4 + 1)

]
= 2,

π∗((0, 1, 1)) = (3, 1, 1).

Next

W ((1, 2, 0)) = min
u∈U((1,2,0))

[
Z(g((1, 2, 0), u)) + 1

]
= min

[(
Z((0, 2, 0)) + 1

)
,
(
Z((2, 1, 0)) + 1

)
,
(
Z((1, 1, 0)) + 1

)]
= min

[
(1 + 1), (4 + 1), (3 + 1)

]
= 2,

π∗((1, 2, 0)) = (1, 1, 1).
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Figure 6: Optimal decision trees for the second player (p = 3)

Thus, we have

Z((1, 1, 1)) = max
[
2, 2, 1, 2, 2, 1, 2

]
= 2 ≤ L.

The optimal decision trees for the second player are shown in Figure 6. In this figure, each
state and its corresponding optimal decision are shown within a rectangular block and the
final state within an oval block. □

Example 4.4 (Four-tier Game). We now consider a four-tier pyramid game (p = 4). Then

L =

[
1 + 2 + 3 + 4

2

]
= 5, x0 = (1, 1, 1, 1).

Similarly, using mutually dependent recursive equations (3.2) – (3.5), we have

W (x0) = 3 ( ≤ L), π∗(x0) = (4, 1, 4).

Therefore, there exists a strategy in which the first player is guaranteed to win within three
turns. The optimal decision in the first turn is to mark all bars in the fourth tier. His
position becomes the same as that of the second player in the three-tier game and he should
follow the strategy in Example 4.3. □

The turns taken by the first player until he wins are given in Table 1. Comparing each
optimal value W (x0) and L, it can be seen that no guaranteed winning strategy exists for
p = 3, 7, or 11. In these cases, the turns taken by the second player until he wins are given
in parentheses.

5. Conclusions

In this paper, we introduced a model capable of finding a guaranteed way of winning a two-
player combinatorial game of perfect knowledge using the concept of mutually dependent
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Table 1: Optimal value

p 2 3 4 5 6 7 8 9 10 11 12 13
W (x0)(Z(x0)) 1 5(2) 3 7 8 30(13) 14 22 23 67(32) 33 45

L 1 3 5 7 10 14 18 22 27 33 39 45

one-stage decision processes. This problem has previously been addressed in the framework
of nondeterministic dynamic programming ([3, 5]). However, the recursive equations (3.2) –
(3.5) are simpler than those presented in [5]. The MDDP model, in addition, executes
optimizing operation for both players alternately. Therefore, it has advantages in computing.
Another advantage is that our model can also find a guaranteed winning strategy for the
second player.
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