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#### Abstract

In the stable matching problem introduced by Gale and Shapley, it is known that in the case where the preference lists may involve ties, a stable matching always exists, but the sizes of stable matchings may be different. In this paper, we consider the problem of finding a maximum-size stable matching in a many-to-many matching market with ties. It is known that this problem is NP-hard even if the capacity of every agent is one. In this paper, we prove that this problem in trees can be solved in polynomial time by extending the algorithm proposed by Tayu and Ueno for the one-to-one setting.
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## 1. Introduction

In the stable matching problem introduced by Gale and Shapley [1], there are two groups of agents such that each agent has a preference list over the members in the other group. The goal is to find a stable one-to-one matching. A matching is said to be stable, if there is no pair of agents that have incentive to break away from the current matching. If the preference lists do not involve a tie, then a stable matching always exists [1] and all stable matchings are of the same size [2]. In the case where the preference lists may involve ties, a stable matching ${ }^{\dagger}$ always exists [3] (we can prove this by breaking ties arbitrarily and using the result of [1]), but the sizes of stable matchings may be different [8]. In practical settings, the preference lists may indeed involve ties, and it is desirable to find a maximum-size stable matching [8]. Unfortunately, it is known [8] that the problem of finding a maximum-size stable matching is NP-hard. For such a hard problem, approximation algorithms and finding tractable cases may be escapes from its intractability. Several approximation algorithms for this problem were proposed, and the current best approximation ratio is 1.5 due to $[5,9,10]$. In this paper, we focus on the other approach, that is, finding tractable cases. For example, Irving, Manlove, and O'Malley [4] considered the case in which the lengths of the preference lists are bounded. Furthermore, Tayu and Ueno [11] proved that if an underlying bipartite graph is a tree, then this problem can be solved in linear time.

In this paper, we consider the many-to-many generalization of the above problem. That is, our goal is to find a maximum-size stable matching in a many-to-many matching market with ties. In our problem, each agent $v$ has a capacity $q(v)$ and is allowed to be matched with at most $q(v)$ partners. We will consider this problem in trees, and give a polynomial-time algorithm for this case by extending the algorithm of Tayu and Ueno [11] for the one-to-one setting. To the best of our knowledge, our result is the first polynomial-time solvable case

[^0]of the maximum-size stable matching problem in a many-to-many matching market with ties (to the best of our knowledge, it is still open that the result of [4] can be generalized to the many-to-one setting).

The rest of this paper is organized as follows. In Section 2, we give a formal definition of our problem. In Section 3, we give characterizations of many-to-many stable matchings with ties in trees. In Section 4, we propose our algorithm based on the characterizations in Section 3. In Section 5, we give a faster implementation of our algorithm.

## 2. Preliminaries

The Many-to-Many Stable Matching with Ties problem (mmsmt for short) in trees is defined as follows. In this problem, we are given a tree $T=(V, E)$ that consists of a vertex set $V$ and an edge set $E$. If there is an edge in $E$ between distinct vertices $u, v$ in $V$, then we denote by $(u, v)$ this edge. Notice that $(u, v)$ and $(v, u)$ represent the same edge. For each vertex $v$ in $V$, we denote by $N(v)$ the set of vertices $w$ in $V$ such that $(v, w) \in E$. For each vertex $v$ in $V$ and each subset $F$ of $E$, let $\delta_{F}(v)$ be the set of edges in $F$ incident to $v$.

For each vertex $v$ in $V$, we are given a reflexive, transitive, and complete ${ }^{\ddagger}$ binary relation $\succsim_{v}$ on $N(v)$. For each vertex $v$ in $V$, the binary relation $\succsim_{v}$ represents the preference list of $v$ over $N(v)$. If $u \succsim_{v} w$ for a vertex $v$ in $V$ and vertices $u, w$ in $N(v)$, then $v$ prefers $u$ to $w$, or is indifferent between $u$ and $w$. Notice that there is a possibility that $u \succsim v w$ and $w \succsim v u$ for a vertex $v$ in $V$ and distinct vertices $u, w$ in $N(v)$. For each vertex $v$ in $V$ and each pair of vertices $u, w$ in $N(v)$, we write $u \succ_{v} w$ (resp., $u \sim_{v} w$ ), if $u \succsim_{v} w$ and $w \mathscr{L}_{v} u$ (resp., $u \succsim_{v} w$ and $w \succsim_{v} u$ ).

For each vertex $v$ in $V$, we are given a positive integer $q(v)$ that represents the capacity of $v$. A subset $M$ of $E$ is called a matching in $T$, if $\left|\delta_{M}(v)\right| \leq q(v)$ for every vertex $v$ in $V$. For each subset $F$ of $E$ and each edge $(v, w)$ in $E \backslash F$, we say that $(v, w)$ is dominated by $F$ on $v$, if $\left|\delta_{F}(v)\right|=q(v)$ and $w^{\prime} \succsim_{v} w$ for every edge $\left(v, w^{\prime}\right)$ in $\delta_{F}(v)$. For each subset $F$ of $E$ and each edge $e$ in $E \backslash F$, if $e$ is dominated by $F$ on at least one end vertex of $e$, then we simply say that $e$ is dominated by $F$. A matching $M$ in $T$ is called a stable matching in $T$, if every edge in $E \backslash M$ is dominated by $M$. It is well known (see, e.g., [7, Section 5.4.3]) that if there are no distinct vertices $u, v, w$ in $V$ such that $u, w$ in $N(v)$ and $u \sim_{v} w$, then there always exists a stable matching in $T$. Thus, in the same way of [3] for the one-to-one setting (i.e., by breaking ties arbitrarily), we can prove that there always exists a stable matching in $T$. We denote by $\mathbf{M}$ the set of stable matchings in $T$. Then, the goal of mmsmt in trees is to find a maximum-size stable matching in $T$.

### 2.1. Notation

We specify an arbitrary vertex $r$ in $V$ as the root of $T$, and regard $T$ as a rooted tree with the root $r$. Without loss of generality, we can assume that $\left|\delta_{E}(r)\right|=1$. We denote by $\left(r, c_{r}\right)$ the unique edge in $\delta_{E}(r)$, and define $U:=V \backslash\{r\}$. For each vertex $v$ in $U$, we define

- $p_{v}:=$ the parent of $v$,
- $C_{v}:=$ the set of the children of $v$,
- $D_{v}:=$ the edge set of the subgraph of $T$ induced by the descendants of $v$ (including $v$ ),
- $S_{v}:=D_{v} \cup\left\{\left(v, p_{v}\right)\right\}$.

For each vertex $v$ in $U$ and each matching $M$ in $T$, we say that $M$ is $v$-stable, if every edge in $D_{v} \backslash M$ is dominated by $M$. For each vertex $v$ in $U$, we denote by $\mathbf{M}(v)$ the set of $v$-stable matchings $M$ in $T$ such that $M \subseteq S_{v}$. For each vertex $v$ in $U$, we define

[^1]- $\mathbf{M}_{P}(v):=\left\{M \in \mathbf{M}(v) \mid\left(v, p_{v}\right) \in M\right\}$,
- $\mathbf{M}_{\bar{P}}(v):=\left\{M \in \mathbf{M}(v) \mid\left(v, p_{v}\right) \notin M\right\}$,
- $\mathbf{M}_{F}(v):=\left\{M \in \mathbf{M}_{\bar{P}}(v)| | \delta_{M}(v) \mid=q(v)\right.$ and $c \succsim{ }_{\imath} p_{v}$ for every edge $(v, c)$ in $\left.\delta_{M}(v)\right\}$.

It is not difficult to see that for every vertex $v$ in $U$ and every subset $M$ of $D_{v}, M \in \mathbf{M}_{\bar{P}}(v)$ if and only if $M$ is a stable matching in the subgraph of $T$ induced by the descendants of $v$. Thus, for every vertex $v$ in $U$, since there always exists a stable matching in the subgraph of $T$ induced by the descendants of $v, \mathbf{M}_{\bar{P}}(v)$ is not empty. For each vertex $v$ in $U$, we define

- $\mathbf{M}_{P}^{\overline{=}}(v):=\left\{M \in \mathbf{M}_{P}(v)| | \delta_{M}(v) \mid=q(v)\right\}$,
- $\mathbf{M}_{P}^{<}(v):=\left\{M \in \mathbf{M}_{P}(v)| | \delta_{M}(v) \mid<q(v)\right\}$,
- $\mathbf{M}_{\overline{\bar{P}}}^{\overline{\bar{x}}}(v):=\left\{M \in \mathbf{M}_{\bar{P}}(v)| | \delta_{M}(v) \mid=q(v)\right\}$,
- $\mathbf{M}_{\bar{P}}^{<}(v):=\left\{M \in \mathbf{M}_{\bar{P}}(v)| | \delta_{M}(v) \mid<q(v)\right\}$.

For each vertex $v$ in $U$, we partition $C_{v}$ into $C_{v}^{1}, C_{v}^{2}, \ldots, C_{v}^{\ell(v)}$ in such a way that

- $u \sim_{v} w$ for every $i=1,2, \ldots, \ell(v)$ and every pair of vertices $u, w$ in $C_{v}^{i}$, and
- $u \succ_{v} w$ for every pair of $i, j=1,2, \ldots, \ell(v)$ such that $i<j$ and every pair of vertices $u$ in $C_{v}^{i}$ and $w$ in $C_{v}^{j}$.
For each vertex $v$ in $U$ and each $i=1,2, \ldots, \ell(v)$, we define

$$
K_{v}^{i}:=C_{v}^{1} \cup C_{v}^{2} \cup \cdots \cup C_{v}^{i} .
$$

In addition, for each vertex $v$ in $U$, define $K_{v}^{0}:=\emptyset, C_{v}^{\ell(v)+1}:=\emptyset$, and $K_{v}^{\ell(v)+1}:=C_{v}$. For each vertex $v$ in $U$, let $t^{+}(v)$ be the minimum integer $i$ in $\{1,2, \ldots, \ell(v)\}$ such that $p_{v} \succsim v c$ for a vertex $c$ in $C_{v}^{i}$. If $c \succ_{v} p_{v}$ for every vertex $c$ in $C_{v}$, then we define $t^{+}(v):=\ell(v)+1$. For each vertex $v$ in $U$, we denote by $t^{-}(v)$ the maximum integer $i$ in $\{1,2, \ldots, \ell(v)\}$ such that $c \succsim v p_{v}$ for a vertex $c$ in $C_{v}^{i}$. If $p_{v} \succ_{v} c$ for every vertex $c$ in $C_{v}$, then we define $t^{-}(v):=0$.

## 3. Characterizations

In this section, we prove lemmas that will be needed in the next section.
We first prove the following two easy lemmas.
Lemma 3.1. For every subset $M$ of $E, M \in \mathbf{M}$ if and only if $M \in \mathbf{M}_{P}\left(c_{r}\right) \cup \mathbf{M}_{F}\left(c_{r}\right)$.
Proof. Let $M$ be a subset of $E$. We first prove the if part. Since $M$ is a $c_{r}$-stable matching in $T, M$ is a matching in $T$. Furthermore, the $c_{r}$-stability of $M$ implies that $M$ dominates every edge in $E \backslash\left(M \cup\left\{\left(c_{r}, r\right)\right\}\right)$. If $M \in \mathbf{M}_{P}\left(c_{r}\right)$, then $\left(c_{r}, r\right) \in M$. In addition, if $M \in \mathbf{M}_{F}\left(c_{r}\right)$, then $\left(c_{r}, r\right)$ is dominated by $M$ on $c_{r}$. This completes the proof of the if part.

Next we prove the only if part. Since $M$ is a stable matching in $T, M$ is also a $c_{r}$-stable matching in $T$. Furthermore, since $S_{c_{r}}=E, M \in \mathbf{M}\left(c_{r}\right)$. If $\left(c_{r}, r\right) \in M$, then $M \in \mathbf{M}_{P}\left(c_{r}\right)$. Assume that $\left(c_{r}, r\right) \notin M$. If $M \in \mathbf{M}_{\bar{P}}\left(c_{r}\right) \backslash \mathbf{M}_{F}\left(c_{r}\right)$, then $\left(c_{r}, r\right)$ is dominated by $M$ on neither $c_{r}$ nor $r$, which contradicts the fact that $M \in \mathbf{M}$. Thus, $M \in \mathbf{M}_{F}\left(c_{r}\right)$.

Lemma 3.2. Let $v$ be a vertex in $U$, and let $M$ be a subset of $S_{v}$. If $M$ is a v-stable matching in $T$, then for every vertex $c$ in $C_{v}, M \cap S_{c}$ is a $c$-stable matching in $T$.

Proof. Assume that $M$ is a $v$-stable matching in $T$. Then, for every vertex $c$ in $C_{v}$, every edge in $D_{c} \backslash M$ is dominated by $M \cap S_{c}$ and $M \cap S_{c}$ is a matching in $T$. This completes the proof.

In what follows, we give characterizations of members in $\mathbf{M}_{\bar{P}}^{\overline{\bar{C}}}(v), \mathbf{M}_{P}^{<}(v), \mathbf{M}_{\overline{\bar{P}}}^{\overline{\bar{P}}}(v), \mathbf{M}_{\bar{P}}^{<}(v)$, and $\mathbf{M}_{F}(v)$ for each vertex $v$ in $U$. Although these characterizations are natural generalizations of the characterizations in [11] to the many-to-many setting, there is the following difference. In several characterizations of [11] for a vertex $v$ in $U$, we choose a "key" child of $v$ to which $v$ should be connected, and then we categorize the children of $v$ based on $\succsim v$ and this key child. On the other hand, in our characterizations, we categorize the children of $v$ without choosing such a key child.
Lemma 3.3. For every vertex $v$ in $U$ and every subset $M$ of $S_{v}, M \in \mathbf{M}_{P}^{\overline{ }}(v)$ if and only if

1. $\left|\delta_{M}(v)\right|=q(v)$,
2. $\left(v, p_{v}\right) \in M$, and
3. there is an integer $\xi$ in $\left\{t^{+}(v), t^{+}(v)+1, \ldots, \ell(v)+1\right\}$ such that

- $M \cap S_{c} \in \mathbf{M}_{P}(c) \cup \mathbf{M}_{F}(c)$ for every vertex $c$ in $K_{v}^{\xi-1}$,
- $M \cap S_{c} \in \mathbf{M}_{P}(c) \cup \mathbf{M}_{\bar{P}}(c)$ for every vertex $c$ in $C_{v}^{\xi}$, and
- $M \cap S_{c} \in \mathbf{M}_{\bar{P}}(c)$ for every vertex $c$ in $C_{v} \backslash K_{v}^{\xi}$.

Proof. Assume that we are given a vertex $v$ in $U$ and a subset $M$ of $S_{v}$. We first prove the if part. Since $q\left(p_{v}\right)>0$, the conditions 1,2 , and 3 imply that $M$ is a matching in $T$ such that $\left|\delta_{M}(v)\right|=q(v)$ and $\left(v, p_{v}\right) \in M$. Thus, what remains is to prove that $M$ is $v$-stable. The condition 3 implies that for every vertex $c$ in $C_{v}, M \cap S_{c}$ is a $c$-stable matching in $T$, i.e., every edge in $D_{c} \backslash M$ is dominated by $M$. Thus, it suffices to prove that for every vertex $c$ in $C_{v},(v, c) \in M$ or $(v, c)$ is dominated by $M$.

We first consider a vertex $c$ in $K_{v}^{\xi-1}$. If $M \cap S_{c} \in \mathbf{M}_{P}(c)$, then $(v, c) \in M$. In addition, if $M \cap S_{c} \in \mathbf{M}_{F}(c)$, then $(v, c)$ is dominated by $M$ on $c$. Next we consider a vertex $c$ in $C_{v}^{\xi}$. The condition 3 and $\xi \geq t^{+}(v)$ imply that $c^{\prime} \succsim_{v} c$ for every edge $\left(v, c^{\prime}\right)$ in $\delta_{M}(v)$. Thus, since the condition 1 implies that $\left|\delta_{M}(v)\right|=q(v),(v, c) \in M$ or $(v, c)$ is dominated by $M$ on $v$. Lastly, we consider a vertex $c$ in $C_{v} \backslash K_{v}^{\xi}$. The condition 3 and $\xi \geq t^{+}(v)$ imply that $c^{\prime} \succ_{v} c$ for every edge $\left(v, c^{\prime}\right)$ in $\delta_{M}(v)$. Thus, since the condition 1 implies that $\left|\delta_{M}(v)\right|=q(v),(v, c)$ is dominated by $M$ on $v$. This completes the proof of the if part.

Next we prove the only if part. Since the definition of $\mathbf{M}_{P}^{\overline{=}}(v)$ implies that the conditions 1 and 2 hold, it suffices to prove that the condition 3 holds. Let $\xi^{\prime}$ be the maximum integer $i$ in $\{1,2, \ldots, \ell(v)\}$ such that $(v, c) \in M$ for some vertex $c$ in $C_{v}^{i}$. If there is no vertex $c$ in $C_{v}$ such that $(v, c) \in M$, then we define $\xi^{\prime}:=0$. We define $\xi:=\max \left\{t^{+}(v), \xi^{\prime}\right\}$, and prove that $\xi$ satisfies the condition 3. Lemma 3.2 implies that for every vertex $c$ in $C_{v}, M \cap S_{c}$ is a $c$-stable matching in $T$. Thus, what remains is to prove that for every vertex $c$ in $C_{v}$, $M \cap S_{c}$ is in an appropriate family of subsets of $S_{c}$. Define $c^{*}$ as follows. If $\xi^{\prime} \leq t^{+}(v)$, then we define $c^{*}:=p_{v}$. If $\xi^{\prime}>t^{+}(v)$, then we define $c^{*}$ as a vertex $c$ in $C_{v}^{\xi^{\prime}}$ such that $(v, c) \in M$.

We first consider a vertex $c$ in $K_{v}^{\xi-1}$. If $M \cap S_{c}$ is in $\mathbf{M}_{\bar{P}}(c) \backslash \mathbf{M}_{F}(c)$, then $(v, c)$ is not dominated by $M$ on $c$. In addition, since $c \succ_{v} c^{*}$ and $\left(v, c^{*}\right) \in M,(v, c)$ is not dominated by $M$ on $v$, which contradicts the fact that $M$ is a $v$-stable matching in $T$. These observations imply that $M \cap S_{c} \in \mathbf{M}_{P}(c) \cup \mathbf{M}_{F}(c)$. For every vertex $c$ in $C_{v}^{\xi}$, since $M \cap S_{c}$ is a $c$-stable matching in $T$, the proof is done. Let $c$ be a vertex in $C_{v} \backslash K_{v}^{\xi}$. The definition of $\xi$ implies that $(v, c) \notin M$. Thus, since $M \cap S_{c}$ is a $c$-stable matching in $T, M \cap S_{c} \in \mathbf{M}_{\bar{P}}(c)$.

Lemma 3.4. For every vertex $v$ in $U$ and every subset $M$ of $S_{v}, M \in \mathbf{M}_{P}^{<}(v)$ if and only if

1. $\left|\delta_{M}(v)\right|<q(v)$,
2. $\left(v, p_{v}\right) \in M$, and
3. $M \cap S_{c} \in \mathbf{M}_{P}(c) \cup \mathbf{M}_{F}(c)$ for every vertex $c$ in $C_{v}$.

Proof. Assume that we are given a vertex $v$ in $U$ and a subset $M$ of $S_{v}$. We first prove the if part. The conditions 1,2 , and 3 imply that $M$ is a matching in $T$ such that $\left|\delta_{M}(v)\right|<q(v)$ and $\left(v, p_{v}\right) \in M$. Thus, what remains is to prove that $M$ is $v$-stable. Since $M \cap S_{c}$ is a $c$-stable matching in $T$ for every vertex $c$ in $C_{v}$, it suffices to prove that $(v, c) \in M$ or $(v, c)$ is dominated by $M$ for every vertex $c$ in $C_{v}$. For every vertex $c$ in $C_{v}$ such that $(v, c) \notin M$, since $M \in \mathbf{M}_{F}(c),(v, c)$ is dominated by $M$ on $c$. This completes the proof of the if part.

Next we prove the only if part. Since the definition of $\mathbf{M}_{P}^{<}(v)$ implies that the conditions 1 and 2 hold, it suffices to prove that the condition 3 holds. Lemma 3.2 implies that $M \cap S_{c}$ is a $c$-stable matching in $T$ for every vertex $c$ in $C_{v}$. If $M \cap S_{c} \in \mathbf{M}_{\bar{P}}(c) \backslash \mathbf{M}_{F}(c)$, then since $\left|\delta_{M}(v)\right|<q(v)$ follows from the definition of $\mathbf{M}_{P}^{<}(v),(v, c)$ is dominated by $M$ on neither $v$ nor $c$. Thus, $M \cap S_{c} \in \mathbf{M}_{P}(c) \cup \mathbf{M}_{F}(c)$.

Lemma 3.5. For every vertex $v$ in $U$ and every subset $M$ of $S_{v}, M \in \mathbf{M}_{\bar{P}}^{=}(v)$ if and only if

1. $\left|\delta_{M}(v)\right|=q(v)$,
2. $\left(v, p_{v}\right) \notin M$, and
3. there is an integer $\xi$ in $\{1,2, \ldots, \ell(v)\}$ such that

- $M \cap S_{c} \in \mathbf{M}_{P}(c) \cup \mathbf{M}_{F}(c)$ for every vertex $c$ in $K_{v}^{\xi-1}$,
- $M \cap S_{c} \in \mathbf{M}_{P}(c) \cup \mathbf{M}_{\bar{P}}(c)$ for every vertex $c$ in $C_{v}^{\xi}$, and
- $M \cap S_{c} \in \mathbf{M}_{\bar{P}}(c)$ for every vertex $c$ in $C_{v} \backslash K_{v}^{\xi}$.

Proof. Assume that we are given a vertex $v$ in $U$ and a subset $M$ of $S_{v}$. We first prove the if part. The conditions 1,2 , and 3 imply that $M$ is a matching in $T$ such that $\left|\delta_{M}(v)\right|=q(v)$ and $\left(v, p_{v}\right) \notin M$. What remains is to prove that $M$ is $v$-stable. The condition 3 implies that for every vertex $c$ in $C_{v}$, every edge in $D_{c} \backslash M$ is dominated by $M$. Thus, it suffices to prove that for every vertex $c$ in $C_{v},(v, c) \in M$ or $(v, c)$ is dominated by $M$.

We first consider a vertex $c$ in $K_{v}^{\xi-1}$. If $M \cap S_{c} \in \mathbf{M}_{P}(c)$, then $(v, c) \in M$. In addition, if $M \cap S_{c} \in \mathbf{M}_{F}(c)$, then $(v, c)$ is dominated by $M$ on $c$. Next we consider a vertex $c$ in $C_{v}^{\xi}$. The condition 3 implies that $c^{\prime} \succsim{ }_{v} c$ for every edge $\left(v, c^{\prime}\right)$ in $\delta_{M}(v)$. Thus, since the condition 1 implies that $\left|\delta_{M}(v)\right|=q(v),(v, c) \in M$ or $(v, c)$ is dominated by $M$ on $v$. Lastly we consider a vertex $c$ in $C_{v} \backslash K_{v}^{\xi}$. The condition 3 implies that $c^{\prime} \succ_{v} c$ for every edge $\left(v, c^{\prime}\right)$ in $\delta_{M}(v)$. Thus, since the condition 1 implies that $\left|\delta_{M}(v)\right|=q(v),(v, c)$ is dominated by $M$ on $v$. This completes the proof of the if part.

Next we prove the only if part. The definition of $\mathbf{M}_{\overline{\bar{P}}}(v)$ implies the conditions 1 and 2, and thus it suffices to prove that the condition 3 holds. Since $|q(v)|>0$, there is an integer $i$ in $\{1,2, \ldots, \ell(v)\}$ such that $(v, c) \in M$ for some vertex $c$ in $C_{v}^{i}$. Let $\xi$ be the maximum integer $i$ in $\{1,2, \ldots, \ell(v)\}$ such that $(v, c) \in M$ for some vertex $c$ in $C_{v}^{i}$. We will prove that $\xi$ satisfies the condition 3. Lemma 3.2 implies that for every vertex $c$ in $C_{v}, M \cap S_{c}$ is a $c$-stable matching in $T$. What remains is to prove that $M \cap S_{c}$ is in an appropriate family of subsets of $S_{c}$ for every vertex $c$ in $C_{v}$. Let $c^{*}$ be a vertex $c$ in $C_{v}^{\xi}$ such that $(v, c) \in M$.

We first consider a vertex $c$ in $K_{v}^{\xi-1}$. If $M \cap S_{c}$ is in $\mathbf{M}_{\bar{P}}(c) \backslash \mathbf{M}_{F}(c)$, then $(v, c)$ is not dominated by $M$ on $c$. Furthermore, since $c \succ_{v} c^{*}$ and $\left(v, c^{*}\right) \in M,(v, c)$ is not dominated by $M$ on $v$, which contradicts the fact that $M$ is a $v$-stable matching in $T$. Thus, $M \cap S_{c}$ is in $\mathbf{M}_{P}(c) \cup \mathbf{M}_{F}(c)$. For every vertex $c$ in $C_{v}^{\xi}$, since $M \cap S_{c}$ is a $c$-stable matching in $T$, the proof is done. Let $c$ be a vertex in $C_{v} \backslash K_{v}^{\xi}$. The definition of $c^{*}$ implies that $(v, c) \notin M$. Thus, since $M \cap S_{c}$ is a $c$-stable matching in $T, M \cap S_{c} \in \mathbf{M}_{\bar{P}}(c)$.
Lemma 3.6. For every vertex $v$ in $U$ and every subset $M$ of $S_{v}, M \in \mathbf{M}_{\bar{P}} \leq(v)$ if and only if 1. $\left|\delta_{M}(v)\right|<q(v)$,
2. $\left(v, p_{v}\right) \notin M$, and
3. $M \cap S_{c} \in \mathbf{M}_{P}(c) \cup \mathbf{M}_{F}(c)$ for every vertex $c$ in $C_{v}$.

Proof. Assume that we are given a vertex $v$ in $U$ and a subset $M$ of $S_{v}$. We first prove the if part. The conditions 1,2 , and 3 imply that $M$ is a matching in $T$ such that $\left|\delta_{M}(v)\right|<q(v)$ and $\left(v, p_{v}\right) \notin M$. What remains is to prove that $M$ is $v$-stable. Since $M \cap S_{c}$ is a $c$-stable matching in $T$ for every vertex $c$ in $C_{v}$, it is sufficient to prove that $(v, c) \in M$ or $(v, c)$ is dominated by $M$ for every vertex $c$ in $C_{v}$. For every vertex $c$ in $C_{v}$ such that $(v, c) \notin M$, since $M \in \mathbf{M}_{F}(c),(v, c)$ is dominated by $M$ on $c$. This completes the proof of the if part.

Next we prove the only if part. Since the definition of $\mathbf{M}_{P} \leq(v)$ implies that the conditions 1 and 2 hold, it suffices to prove that the condition 3 holds. Lemma 3.2 implies that $M \cap S_{c}$ is a $c$-stable matching in $T$ for every vertex $c$ in $C_{v}$. If $M \cap S_{c} \in \mathbf{M}_{\bar{P}}(c) \backslash \mathbf{M}_{F}(c)$, then since $\left|\delta_{M}(v)\right|<q(v)$ follows from the definition of $\mathbf{M}_{\bar{P}}^{\leq}(v),(v, c)$ is dominated by $M$ on neither $v$ nor $c$. Thus, $M \cap S_{c} \in \mathbf{M}_{P}(c) \cup \mathbf{M}_{F}(c)$.

Lemma 3.7. For every vertex $v$ in $U$ and every subset $M$ of $S_{v}, M \in \mathbf{M}_{F}(v)$ if and only if 1. $\left|\delta_{M}(v)\right|=q(v)$,
2. $\left(v, p_{v}\right) \notin M$, and
3. $t^{-}(v)>0$ and there is an integer $\xi$ in $\left\{1,2, \ldots, t^{-}(v)\right\}$ such that

- $M \cap S_{c} \in \mathbf{M}_{P}(c) \cup \mathbf{M}_{F}(c)$ for every vertex $c$ in $K_{v}^{\xi-1}$,
- $M \cap S_{c} \in \mathbf{M}_{P}(c) \cup \mathbf{M}_{\bar{P}}(c)$ for every vertex $c$ in $C_{v}^{\xi}$, and
- $M \cap S_{c} \in \mathbf{M}_{\bar{P}}(c)$ for every vertex $c$ in $C_{v} \backslash K_{v}^{\xi}$.

Proof. Assume that we are given a vertex $v$ in $U$ and a subset $M$ of $S_{v}$. We first prove the if part. The conditions 1,2 , and 3 imply that $M$ is a matching in $T$ such that $\left|\delta_{M}(v)\right|=q(v)$ and $\left(v, p_{v}\right) \notin M$. Furthermore, since $\xi \in\left\{1,2, \ldots, t^{-}(v)\right\}$ and $M \cap S_{c} \in \mathbf{M}_{\bar{P}}(c)$ for every vertex $c$ in $C_{v} \backslash K_{v}^{\xi}$, we have $c \succsim_{v} p_{v}$ for every edge $(v, c)$ in $\delta_{M}(v)$. Thus, what remains is to prove that $M$ is $v$-stable. The condition 3 implies that for every vertex $c$ in $C_{v}$, every edge in $D_{c} \backslash M$ is dominated by $M$. Thus, it suffices to prove that for every vertex $c$ in $C_{v}$, $(v, c) \in M$ or $(v, c)$ is dominated by $M$.

We first consider a vertex $c$ in $K_{v}^{\xi-1}$. If $M \cap S_{c} \in \mathbf{M}_{P}(c)$, then $(v, c) \in M$. Furthermore, if $M \cap S_{c} \in \mathbf{M}_{F}(c)$, then $(v, c)$ is dominated by $M$ on $c$. Next we consider a vertex $c$ in $C_{v}^{\xi}$. The condition 3 implies that $c^{\prime} \succsim_{v} c$ for every edge $\left(v, c^{\prime}\right)$ in $\delta_{M}(v)$. Thus, since the condition 1 implies that $\left|\delta_{M}(v)\right|=q(v),(v, c) \in M$ or $(v, c)$ is dominated by $M$ on $v$. Lastly we consider a vertex $c$ in $C_{v} \backslash K_{v}^{\xi}$. The condition 3 implies that $c^{\prime} \succ_{v} c$ for every edge $\left(v, c^{\prime}\right)$ in $\delta_{M}(v)$. Thus, since the condition 1 implies that $\left|\delta_{M}(v)\right|=q(v),(v, c)$ is dominated by $M$ on $v$. This completes the proof of the if part.

Next we prove the only if part. Since the definition of $\mathbf{M}_{F}(v)$ implies the conditions 1 and 2 , it suffices to prove that the condition 3 holds. Since $|q(v)|>0$, there is an integer $i$ in $\{1,2, \ldots, \ell(v)\}$ such that $(v, c) \in M$ for some vertex $c$ in $C_{v}^{i}$. Let $\xi$ be the maximum integer $i$ in $\{1,2, \ldots, \ell(v)\}$ such that $(v, c) \in M$ for some vertex $c$ in $C_{v}^{i}$. Since $c \succsim_{v} p_{v}$ for every edge $(v, c)$ in $\delta_{M}(v), t^{-}(v)>0$ and $\xi \in\left\{1,2, \ldots, t^{-}(v)\right\}$. We will prove that $\xi$ satisfies the condition 3. Lemma 3.2 implies that for every vertex $c$ in $C_{v}, M \cap S_{c}$ is a $c$-stable matching in $T$. Thus, what remains is to prove that for every vertex $c$ in $C_{v}, M \cap S_{c}$ is in an appropriate family of subsets of $S_{c}$. Let $c^{*}$ be a vertex $c$ in $C_{v}^{\xi}$ such that $(v, c) \in M$.

We first consider a vertex $c$ in $K_{v}^{\xi-1}$. If $M \cap S_{c}$ is in $\mathbf{M}_{\bar{P}}(c) \backslash \mathbf{M}_{F}(c)$, then $(v, c)$ is not dominated by $M$ on $c$. Furthermore, since $c \succ_{v} c^{*}$ and $\left(v, c^{*}\right) \in M,(v, c)$ is not dominated by $M$ on $v$, which contradicts the fact that $M$ is a $v$-stable matching in $T$. Thus, $M \cap S_{c}$ is in $\mathbf{M}_{P}(c) \cup \mathbf{M}_{F}(c)$. For every vertex $c$ in $C_{v}^{\xi}$, since $M \cap S_{c}$ is a $c$-stable matching in $T$, the
proof is done. Let $c$ be a vertex in $C_{v} \backslash K_{v}^{\xi}$. The definition of $c^{*}$ implies that $(v, c) \notin M$. Thus, since $M \cap S_{c}$ is a $c$-stable matching in $T, M \cap S_{c} \in \mathrm{M}_{\bar{P}}(c)$.

## 4. Algorithm

In this section, we give a polynomial-time algorithm for MMSMT in trees. We first concentrate on computing the maximum-size of a stable matching. We can easily modify our algorithm in such a way that it can find a maximum-size stable matching (see Section 5).

For each vertex $v$ in $U$ and each symbol $X$ in $\{P, \bar{P}, F\}$, we define $\mu_{X}(v)$ by

$$
\mu_{X}(v):= \begin{cases}\max \left\{|M| \mid M \in \mathbf{M}_{X}(v)\right\} & \text { if } \mathbf{M}_{X}(v) \neq \emptyset \\ -\infty & \text { if } \mathbf{M}_{X}(v)=\emptyset\end{cases}
$$

It is not difficult to see that for every leaf vertex $v$ in $U$, we have

$$
\begin{equation*}
\mu_{P}(v)=1, \quad \mu_{\bar{P}}(v)=0, \quad \mu_{F}(v)=-\infty \tag{4.1}
\end{equation*}
$$

For each vertex $v$ in $U$, we define the depth $d(v)$ of $v$ as the number of edges of the unique path from $r$ to $v$ in $T$. Our algorithm can be described as follows.

```
Algorithm 1 Algorithm for MmSMT in trees.
    Set \(i:=\max \{d(v) \mid v \in U\}\).
    while \(i \geq 1\) do
        for all vertices \(v\) in \(U\) such that \(d(v)=i\) do
            if \(v\) is a leaf vertex then
                Compute \(\mu_{P}(v), \mu_{\bar{P}}(v)\), and \(\mu_{F}(v)\) as (4.1).
            else
                Compute \(\mu_{P}(v), \mu_{\bar{P}}(v)\), and \(\mu_{F}(v)\) by using \(\mu_{X}(c)\) for vertices \(c\) in \(C_{v}\) and symbols
                \(X\) in \(\{P, \bar{P}, F\}\).
            end if
        end for
        Set \(i:=i-1\).
    end while
    Output \(\max \left\{\mu_{P}\left(c_{r}\right), \mu_{F}\left(c_{r}\right)\right\}\), and halt.
```

For proving the correctness of Algorithm 1, Lemma 3.1 implies that it suffices to prove that in the line 7 of Algorithm 1, we can compute $\mu_{P}(v), \mu_{\bar{P}}(v)$, and $\mu_{F}(v)$ by using $\mu_{X}(c)$ for vertices $c$ in $C_{v}$ and symbols $X$ in $\{P, \bar{P}, F\}$. In what follows, we prove this by using the characterizations in Section 3.

Here we explain about relationship between the algorithm of [11] and our algorithm. The frameworks of these algorithms are the same. In the one-to-one setting (i.e., the algorithm of [11]), since the number of edges incident to each vertex is at most one, the implementation of the line 7 is simple. For extending their algorithm to the many-to-many setting, we have to modify this part to the many-to-many setting. This is our main contribution.

In what follows, we assume that we are given a non-leaf vertex $v$ in $U$, and we know $\mu_{X}(c)$ for all vertices $c$ in $C_{v}$ and all symbols $X$ in $\{P, \bar{P}, F\}$. Under this assumption, we consider how to compute $\mu_{X}(v)$ for all symbols $X$ in $\{P, \bar{P}, F\}$.

### 4.1. Notation

Here we introduce notation that will be needed later. For each vertex $c$ in $C_{v}$ such that $\mu_{P}(c) \neq-\infty$ and $\mu_{F}(c) \neq-\infty$, we define

$$
\varphi_{F}(c):=\mu_{P}(c)-\mu_{F}(c)
$$

Furthermore, for each vertex $c$ in $C_{v}$ such that $\mu_{P}(c) \neq-\infty$, we define

$$
\varphi_{\bar{P}}(c):=\mu_{P}(c)-\mu_{\bar{P}}(c)
$$

Recall that $\mu_{\bar{P}}(c) \neq-\infty$ for every vertex $c$ in $C_{v}$. For each member $M$ in $\mathbf{M}(v)$, we define

$$
\partial_{v} M:=\left\{c \in C_{v} \mid(v, c) \in M\right\}
$$

For each $i=1,2, \ldots, \ell(v)+1$, we define $X_{c}^{i}$ by

$$
X_{c}^{i}:= \begin{cases}F & \text { if } c \in K_{v}^{i-1} \\ \bar{P} & \text { if } c \in C_{v} \backslash K_{v}^{i-1}\end{cases}
$$

For each $i=1,2, \ldots, \ell(v)+1$, we define $Z_{P}^{i}$ and $Z_{F}^{i}$ by

$$
Z_{P}^{i}:=\left\{c \in K_{v}^{i} \mid \mu_{P}(c) \neq-\infty\right\}, \quad Z_{F}^{i}:=\left\{c \in K_{v}^{i} \mid \mu_{F}(c)=-\infty\right\}
$$

Furthermore, we define $Z_{F}:=\left\{c \in C_{v} \mid \mu_{F}(c)=-\infty\right\}$.

### 4.2. Algorithm for computing $\mu_{P}(v)$

Here we consider how to compute $\mu_{P}(v)$. We define $\mu_{P}^{\overline{=}}(v)$ and $\mu_{P}^{<}(v)$ by

$$
\begin{aligned}
& \mu_{P}^{\overline{\bar{P}}(v)}:= \begin{cases}\max \left\{|M| \mid M \in \mathbf{M}_{\bar{P}}^{=}(v)\right\} & \text { if } \mathbf{M}_{\bar{P}}^{\overline{=}}(v) \neq \emptyset \\
-\infty & \text { if } \mathbf{M}_{\bar{P}}^{=}(v)=\emptyset\end{cases} \\
& \mu_{P}^{<}(v):= \begin{cases}\max \left\{|M| \mid M \in \mathbf{M}_{P}^{<}(v)\right\} & \text { if } \mathbf{M}_{P}^{<}(v) \neq \emptyset \\
-\infty & \text { if } \mathbf{M}_{P}^{<}(v)=\emptyset\end{cases}
\end{aligned}
$$

Clearly, we have $\mu_{P}(v)=\max \left\{\mu_{P}^{\overline{=}}(v), \mu_{P}^{<}(v)\right\}$. Thus, it suffices to compute $\mu_{P}^{\overline{=}}(v)$ and $\mu_{P}^{<}(v)$.
We first consider how to compute $\mu_{P}^{\bar{D}}(v)$. For each $i=t^{+}(v), t^{+}(v)+1, \ldots, \ell(v)+1$, we denote by $\mathbf{M}_{\bar{P}}^{=}(v, i)$ the set of members $M$ in $\mathbf{M}_{\bar{P}}^{=}(v)$ such that

- $M \cap S_{c} \in \mathbf{M}_{P}(c) \cup \mathbf{M}_{F}(c)$ for every vertex $c$ in $K_{v}^{i-1}$,
- $M \cap S_{c} \in \mathbf{M}_{P}(c) \cup \mathbf{M}_{\bar{P}}(c)$ for every vertex $c$ in $C_{v}^{i}$, and
- $M \cap S_{c} \in \mathbf{M}_{\bar{P}}(c)$ for every vertex $c$ in $C_{v} \backslash K_{v}^{i}$.

Furthermore, for each $i=t^{+}(v), t^{+}(v)+1, \ldots, \ell(v)+1$, we define $\mu_{\bar{P}}^{\bar{D}}(v, i)$ by

Since Lemma 3.3 implies that $\mathbf{M}_{\bar{P}}^{\overline{\bar{x}}}(v)=\bigcup_{i=t^{+}(v)}^{\ell(v)+1} \mathbf{M}_{\bar{P}}^{\overline{=}}(v, i)$, we have

$$
\mu_{P}^{\overline{\bar{P}}}(v)=\max \left\{\mu_{P}^{\overline{\bar{P}}}(v, i) \mid i=t^{+}(v), t^{+}(v)+1, \ldots, \ell(v)+1\right\}
$$

Thus, it suffices to compute $\mu_{P}^{\overline{=}}(v, i)$ for each $i=t^{+}(v), t^{+}(v)+1, \ldots, \ell(v)+1$.
Let $i$ be an integer in $\left\{t^{+}(v), t^{+}(v)+1, \ldots, \ell(v)+1\right\}$. Then we consider how to compute $\mu_{\bar{P}}^{\bar{D}}(v, i)$. Lemma 3.3 implies the following lemma.

Lemma 4.1. We have $\mu_{\bar{P}}(v, i) \neq-\infty$ if and only if

- there is no vertex $c$ in $K_{v}^{i-1}$ such that $\mu_{P}(c)=\mu_{F}(c)=-\infty$,
- there are at most $q(v)-1$ vertices $c$ in $K_{v}^{i-1}$ such that $\mu_{F}(c)=-\infty$, and
- there are at least $q(v)-1$ vertices $c$ in $K_{v}^{i}$ such that $\mu_{P}(c) \neq-\infty$.

Lemma 4.1 implies that we can decide whether $\mu_{\bar{P}}(v, i) \neq-\infty$ by using $\mu_{X}(c)$ for vertices $c$ in $C_{v}$ and symbols $X$ in $\{P, \bar{P}, F\}$. Thus, in what follows, we assume that $\mu_{\bar{P}}(v, i) \neq-\infty$. A subset $\Pi$ of $K_{v}^{i}$ is said to be $(P,=, i)$-feasible, if

$$
|\Pi|=q(v)-1, \quad Z_{F}^{i-1} \subseteq \Pi \subseteq Z_{P}^{i} .
$$

Let $\mathcal{F}_{P}^{=, i}$ be the family of $(P,=, i)$-feasible subsets of $K_{v}^{i}$. Then, Lemma 3.3 implies that (F1) for every member $M$ in $\mathbf{M}_{\bar{P}}^{\overline{\bar{i}}}(v, i)$, we have $\partial_{v} M \in \mathcal{F}_{P}^{=, i}$, and
(F2) for every member $\Pi$ in $\mathcal{F}_{P}^{=, i}$, there is a member $M$ in $\mathbf{M}_{P}^{\overline{=}}(v, i)$ such that $\partial_{v} M=\Pi$. For each member $\Pi$ in $\mathcal{F}_{P}^{=, i}$, we define $\mathbf{M}_{P}^{\overline{=}}(v, i ; \Pi)$ by

Then, (F1) implies that $\mathbf{M}_{\bar{P}}^{\overline{\bar{P}}}(v, i)=\bigcup_{\Pi \in \mathcal{F}_{P}^{=, i}} \mathbf{M}_{\bar{P}}^{\overline{\bar{P}}}(v, i ; \Pi)$. In addition, (F2) implies that for every member $\Pi$ in $\mathcal{F}_{P}^{=, i}, \mathbf{M}_{\bar{P}}^{\overline{\bar{x}}}(v, i ; \Pi)$ is not empty. Define $\mu_{\bar{P}}^{\overline{\bar{P}}}(v, i ; \Pi)$ by

$$
\mu_{\bar{P}}^{\overline{=}}(v, i ; \Pi):=\max \left\{|M| \mid M \in \mathbf{M}_{P}^{\overline{=}}(v, i ; \Pi)\right\} .
$$

Then, we have

$$
\mu_{P}^{\overline{\bar{P}}}(v, i)=\max \left\{\mu_{P}^{\overline{\bar{P}}}(v, i ; \Pi) \mid \Pi \in \mathcal{F}_{P}^{=, i}\right\} .
$$

Furthermore, it is not difficult to see that for each member $\Pi$ in $\mathcal{F}_{P}^{=, i}$,

$$
\begin{align*}
\mu_{P}^{\bar{P}}(v, i ; \Pi) & =\sum_{c \in \Pi} \mu_{P}(c)+\sum_{c \in C_{v} \backslash \Pi} \mu_{X_{c}^{i}}(c)+1 \\
& =\sum_{c \in \Pi \backslash Z_{F}^{i-1}} \mu_{P}(c)+\sum_{c \in Z_{F}^{i-1}} \mu_{P}(c)+\sum_{c \in C_{v} \backslash \Pi} \mu_{X_{c}^{i}}(c)+1  \tag{4.2}\\
& =\sum_{c \in \Pi \backslash Z_{F}^{i-1}} \varphi_{X_{c}^{i}}(c)+\sum_{c \in Z_{F}^{i-1}} \mu_{P}(c)+\sum_{c \in C_{v} \backslash Z_{F}^{i-1}} \mu_{X_{c}^{i}}(c)+1 .
\end{align*}
$$

Thus, in order to compute $\mu_{\bar{P}}(v, i)$, it suffices to find $\Pi$ that maximizes the first term in the last line of (4.2). This implies that we can compute $\mu_{\bar{P}}^{\overline{\bar{P}}(v, i) \text { by Algorithm } 2 . ~ . ~ . ~}$

```
Algorithm 2 Algorithm for computing \(\mu_{\bar{P}}^{\overline{\bar{x}}(v, i)}\)
    Sort vertices in \(Z_{P}^{i} \backslash Z_{F}^{i-1}\) as \(c_{1}, c_{2}, \ldots\) is such a way that \(\varphi_{X_{c_{1}}^{i}}\left(c_{1}\right) \geq \varphi_{X_{c_{2}}^{i}}\left(c_{2}\right) \geq \cdots\).
    2: Set \(\Pi:=\left\{c_{1}, c_{2}, \ldots, c_{q(v)-1-\left|Z_{F}^{i-1}\right|}\right\} \cup Z_{F}^{i-1}\).
    3: Output \(\mu_{\bar{P}}^{\bar{P}}(v, i ; \Pi)\), and halt.
```

The following lemma follows from the above argument.
Lemma 4.2. We can compute $\mu_{\bar{P}}(v, i)$ by using Algorithm 2.
Next we consider how to compute $\mu_{P}^{<}(v)$. Lemma 3.4 implies the following lemma.
Lemma 4.3. We have $\mu_{P}^{<}(v) \neq-\infty$ if and only if

- there is no vertex $c$ in $C_{v}$ such that $\mu_{P}(c)=\mu_{F}(c)=-\infty$, and
- there are at most $q(v)-2$ vertices in $C_{v}$ such that $\mu_{F}(c)=-\infty$.

Lemma 4.3 implies that we can decide whether $\mu_{P}^{<}(v) \neq-\infty$ by using $\mu_{X}(c)$ for vertices $c$ in $C_{v}$ and symbols $X$ in $\{P, \bar{P}, F\}$. Thus, in what follows, we assume that $\mu_{P}^{<}(v) \neq-\infty$. A subset $\Pi$ of $C_{v}$ is said to be $(P,<)$-feasible, if

$$
|\Pi| \leq q(v)-2, \quad Z_{F} \subseteq \Pi
$$

Then, Lemma 3.4 implies that

- for every member $M$ in $\mathbf{M}_{P}^{<}(v), \partial_{v} M$ is a $(P,<)$-feasible subset of $C_{v}$, and
- for every $(P,<)$-feasible subset $\Pi$ of $C_{v}$, there exists a member $M$ in $\mathbf{M}_{P}^{<}(v)$ such that $\partial_{v} M=\Pi$.
For each $(P,<)$-feasible subset $\Pi$ of $C_{v}$, we define $\mu_{P}^{<}(v ; \Pi)$ by

$$
\mu_{P}^{<}(v ; \Pi):=\max \left\{|M| \mid M \in \mathbf{M}_{P}^{<}(v), \partial_{v} M=\Pi\right\} .
$$

Then, for each $(P,<)$-feasible subset $\Pi$ of $C_{v}$,

$$
\begin{equation*}
\mu_{P}^{<}(v ; \Pi)=\sum_{c \in \Pi \backslash Z_{F}} \varphi_{F}(c)+\sum_{c \in Z_{F}} \mu_{P}(c)+\sum_{c \in C_{v} \backslash Z_{F}} \mu_{F}(c)+1 . \tag{4.3}
\end{equation*}
$$

In order to compute $\mu_{P}^{<}(v)$, it suffices to find $\Pi$ that maximizes the first term of (4.3). Thus, we can compute $\mu_{P}^{<}(v)$ by Algorithm 3.

```
Algorithm 3 Algorithm for computing \(\mu_{P}^{<}(v)\)
    Sort vertices in \(C_{v} \backslash Z_{F}\) as \(c_{1}, c_{2}, \ldots\) in such a way that \(\varphi_{F}\left(c_{1}\right) \geq \varphi_{F}\left(c_{2}\right) \geq \cdots\).
    if \(\varphi_{F}\left(c_{1}\right) \leq 0\) then
        Set \(\Pi:=\emptyset\).
    else
        Set \(\xi\) to be the maximum integer \(j\) in \(\left\{1,2, \ldots,\left|C_{v} \backslash Z_{F}\right|\right\}\) such that \(\varphi_{F}\left(c_{j}\right)>0\).
        Set \(\Pi:=\left\{c_{1}, c_{2}, \ldots, c_{\min \left\{\xi, q(v)-2-\left|Z_{F}\right|\right\}}\right\} \cup Z_{F}\).
    end if
    Output \(\mu_{P}^{<}(v ; \Pi)\), and halt.
```

The following lemma follows from the above argument.
Lemma 4.4. We can compute $\mu_{P}^{<}(v)$ by using Algorithm 3.
The following lemma follows from Lemmas 4.2 and 4.4.
Lemma 4.5. We can compute $\mu_{P}(v)$ by using $\mu_{X}(c)$ for vertices $c$ in $C_{v}$ and symbols $X$ in $\{P, \bar{P}, F\}$.

### 4.3. Algorithm for computing $\mu_{\bar{P}}(v)$ and $\mu_{F}(v)$

Here we consider how to compute $\mu_{\bar{P}}(v)$. By using Lemma 3.7, we can compute $\mu_{\bar{P}}(v)$ in the similar way as used in the case of computing $\mu_{P}(v)$. We define $\mu_{\bar{P}}^{=}(v)$ and $\mu_{\bar{P}}^{\leq}(v)$ by

$$
\begin{aligned}
& \mu_{\overline{\bar{P}}}^{\overline{\bar{P}}(v)}:= \begin{cases}\max \left\{|M| \mid M \in \mathbf{M}_{\overline{\bar{P}}}^{\overline{=}}(v)\right\} & \text { if } \mathbf{M}_{\overline{\bar{P}}}^{\overline{\bar{P}}}(v) \neq \emptyset \\
-\infty & \text { if } \mathbf{M}_{\bar{P}}^{\bar{P}}(v)=\emptyset,\end{cases} \\
& \mu_{\bar{P}}^{<}(v):= \begin{cases}\max \left\{|M| \mid M \in \mathbf{M}_{\bar{P}}^{<}(v)\right\} & \text { if } \mathbf{M}_{\bar{P}}^{\leq}(v) \neq \emptyset \\
-\infty & \text { if } \mathbf{M}_{\bar{P}}^{<}(v)=\emptyset\end{cases}
\end{aligned}
$$

Clearly, $\mu_{\bar{P}}(v)=\max \left\{\mu_{\bar{P}}^{\overline{=}}(v), \mu_{\bar{P}}^{<}(v)\right\}$.
We consider how to compute $\mu_{\overline{\bar{P}}}(v)$. For each $i=1,2, \ldots, \ell(v)$, we define $\mu_{\bar{P}}^{\bar{P}}(v, i)$ as the maximum-size of a member $M$ in $\mathbf{M}_{\bar{P}}^{\overline{\bar{P}}}(v)$ such that

- $M \cap S_{c} \in \mathbf{M}_{P}(c) \cup \mathbf{M}_{F}(c)$ for every vertex $c$ in $K_{v}^{i-1}$,
- $M \cap S_{c} \in \mathbf{M}_{P}(c) \cup \mathbf{M}_{\bar{P}}(c)$ for every vertex $c$ in $C_{v}^{i}$, and
- $M \cap S_{c} \in \mathbf{M}_{\bar{P}}(c)$ for every vertex $c$ in $C_{v} \backslash K_{v}^{i}$.

If there is no such a member in $\mathbf{M}_{\bar{P}}^{\overline{\bar{P}}}(v)$, then we define $\mu_{\bar{P}}^{\overline{ }}(v, i):=-\infty$. Lemma 3.5 implies that we have

$$
\mu_{\overline{\bar{P}}}^{\overline{\bar{P}}(v)}=\max \left\{\mu_{\overline{\bar{P}}}^{\overline{\bar{P}}}(v, i) \mid i=1,2, \ldots, \ell(v)\right\} .
$$

Let $i$ be an integer in $\{1,2, \ldots, \ell(v)\}$, and we consider how to compute $\mu \overline{\bar{P}}(v, i)$. Lemma 3.5 implies the following lemma.
Lemma 4.6. We have $\mu \overline{\bar{P}}(v, i) \neq-\infty$ if and only if

- there is no vertex $c$ in $K_{v}^{i-1}$ such that $\mu_{P}(c)=\mu_{F}(c)=-\infty$,
- there are at most $q(v)$ vertices $c$ in $K_{v}^{i-1}$ such that $\mu_{F}(c)=-\infty$, and
- there are at least $q(v)$ vertices $c$ in $K_{v}^{i}$ such that $\mu_{P}(c) \neq-\infty$.

Lemma 4.6 implies that we can decide whether $\mu_{\bar{P}}^{\overline{\mathrm{P}}}(v, i) \neq-\infty$ by using $\mu_{X}(c)$ for vertices $c$ in $C_{v}$ and symbols $X$ in $\{P, \bar{P}, F\}$. Thus, in what follows, we assume that $\mu_{\overline{\bar{P}}}^{\overline{\bar{P}}}(v, i) \neq-\infty$. Then, in the similar way as used in the case of computing $\mu_{\bar{P}}^{\overline{\bar{P}}}(v, i)$, we can prove that $\mu_{\overline{\bar{P}}}^{\overline{=}}(v, i)$ can be computed by Algorithm 4.

```
Algorithm 4 Algorithm for computing \(\mu_{\bar{p}}^{\bar{p}}(v, i)\)
    Sort vertices in \(Z_{P}^{i} \backslash Z_{F}^{i-1}\) as \(c_{1}, c_{2}, \ldots\) in such a way that \(\varphi_{X_{c_{1}}^{i}}\left(c_{1}\right) \geq \varphi_{X_{c_{2}}^{i}}\left(c_{2}\right) \geq \cdots\).
    Set \(\Pi:=\left\{c_{1}, c_{2}, \ldots, c_{q(v)-\left|Z_{F}^{i-1}\right|}\right\} \cup Z_{F}^{i-1}\).
    Compute \(\mu \overline{\bar{P}}(v, i)\) by
```

$$
\mu_{\overline{\bar{P}}}^{\overline{\bar{x}}}(v, i):=\sum_{c \in \Pi} \mu_{P}(c)+\sum_{c \in C_{v} \backslash \Pi} \mu_{X_{c}^{i}}(c) .
$$

Output $\mu_{\bar{P}}^{\overline{=}}(v, i)$, and halt.

Lemma 4.7. We can compute $\mu_{\overline{\bar{P}}}^{\overline{\bar{P}}}(v, i)$ by using Algorithm 4.
Next we consider how to compute $\mu_{\bar{P}}^{<}(v)$. Lemma 3.6 implies the following lemma.
Lemma 4.8. We have $\mu_{\bar{P}}^{\leq}(v) \neq-\infty$ if and only if

- there is no vertex $c$ in $C_{v}$ such that $\mu_{P}(c)=\mu_{F}(c)=-\infty$, and
- there are at most $q(v)-1$ vertices in $C_{v}$ such that $\mu_{F}(c)=-\infty$.

Lemma 4.8 implies that we can decide whether $\mu_{\bar{P}}^{\leq}(v) \neq-\infty$ by using $\mu_{X}(c)$ for vertices $c$ in $C_{v}$ and symbols $X$ in $\{P, \bar{P}, F\}$. Thus, in what follows, we assume that $\mu_{\bar{P}}^{<}(v) \neq-\infty$. In the similar way as used in the case of computing $\mu_{P}^{<}(v)$, we can prove that $\mu_{P}^{<}(v)$ can be computed by Algorithm 5.
Lemma 4.9. We can compute $\mu_{\bar{p}}(v)$ by using Algorithm 5.
The following lemma follows from Lemmas 4.7 and 4.9.
Lemma 4.10. We can compute $\mu_{\bar{P}}(v)$ by using $\mu_{X}(c)$ for vertices $c$ in $C_{v}$ and symbols $X$ in $\{P, \bar{P}, F\}$.

Lastly, we consider how to compute $\mu_{F}(v)$. If $t^{-}(v)=0$, then $\mathbf{M}_{F}(v)=\emptyset$. If $t^{-}(v)>0$, then Lemma 3.7 implies that

$$
\mu_{F}(v)=\max \left\{\mu_{\overline{\bar{P}}}^{\overline{\bar{P}}}(v, i) \mid i=1,2, \ldots, t^{-}(v)\right\} .
$$

Thus, we can compute $\mu_{F}(v)$ by using Algorithm 4.

```
Algorithm 5 Algorithm for computing \(\mu_{\bar{P}}^{\leq}(v)\)
    Sort vertices in \(C_{v} \backslash Z_{F}\) as \(c_{1}, c_{2}, \ldots\) in such a way that \(\varphi_{F}\left(c_{1}\right) \geq \varphi_{F}\left(c_{2}\right) \geq \cdots\).
    if \(\varphi_{F}\left(c_{1}\right) \leq 0\) then
        Set \(\Pi:=\emptyset\).
    else
        Set \(\xi\) to be the maximum integer \(j\) in \(\left\{1,2, \ldots,\left|C_{v} \backslash Z_{F}\right|\right\}\) such that \(\varphi_{F}\left(c_{j}\right)>0\).
        Set \(\Pi:=\left\{c_{1}, c_{2}, \ldots, c_{\min \left\{\xi, q(v)-1-\left|Z_{F}\right|\right\}}\right\} \cup Z_{F}\).
    end if
    Compute \(\mu_{\bar{P}}^{<}(v)\) by
\[
\mu_{\bar{P}}^{<}(v):=\sum_{c \in \Pi} \mu_{P}(c)+\sum_{c \in C_{v} \backslash \Pi} \mu_{F}(c) .
\]
9: Output \(\mu_{\bar{P}}(v)\), and halt.
```

Lemma 4.11. We can compute $\mu_{F}(v)$ by using $\mu_{X}(c)$ for vertices $c$ in $C_{v}$ and symbols $X$ in $\{P, \bar{P}, F\}$.

The following theorem follows from Lemmas 4.5, 4.10, and 4.11.
Theorem 4.1. Algorithm 1 can compute the optimal objective value of MMSMT in trees.
Here we evaluate the time complexity of Algorithm 1. Define $n:=|V|$ and $n_{v}:=\left|C_{v}\right|$ for each vertex $v$ in $U$. Assume that for every vertex $v$ in $V$ and every pair of vertices $u, w$ in $N(v)$, we can decide whether $u \succsim_{v} w$ in $O(1)$ time. It is not difficult to see that we can compute $C_{v}^{i}$ for all vertices $v$ in $U$ and all $i=1,2, \ldots, \ell(v)$ in $O(n \log n)$ time in the same way as sorting. Let $v$ be a vertex in $U$, and assume that we know $\mu_{X}(c)$ for all vertices $c$ in $C_{v}$ and all symbols $X$ in $\{P, \bar{P}, F\}$. Under this assumption, we evaluate the time required to compute $\mu_{X}(v)$ for each symbol $X$ in $\{P, \bar{P}, F\}$. Since $\mu_{P}^{<}(v)$ and $\mu_{\bar{P}}^{<}(v)$ can be computed in $O\left(n_{v} \log n_{v}\right)$ time, we consider the time required to compute $\mu_{\bar{P}}^{\overline{\bar{P}}(v), ~} \mu_{\overline{\bar{P}}}^{\overline{\bar{P}}}(v)$,

 decide whether $\mu_{\bar{P}}(v, i) \neq-\infty$ in $O\left(n_{v}\right)$ time by using Lemma 4.1. Furthermore, for each $i=t^{+}(v), t^{+}(v)+1, \ldots, \ell(v)+1$ such that $\mu_{\bar{P}}^{\bar{P}}(v, i) \neq-\infty$, we can compute $\mu_{\bar{P}}^{\overline{\bar{P}}(v, i) \text { in }}$ $O\left(n_{v} \log n_{v}\right)$ time by Algorithm 2. Since $\ell(v) \leq n_{v}$, we can compute $\mu_{\bar{P}}(v)$ in $O\left(n_{v}^{2} \log n_{v}\right)$ time. Thus, if we naively implement Algorithm 1 , then its time complexity is $O\left(n^{2} \log n\right)$. In the next section, we prove that Algorithm 1 can be implemented in $O(n \log n)$ time with a more sophisticated data structure.

## 5. Faster Implementation

The goal of this section is to prove that Algorithm 1 can be implemented in $O(n \log n)$ time, where $n$ is the number of vertices of the input tree. For achieving this time complexity, we use a binary (min) heap that is a binary rooted tree $\mathbf{H}$ such that each vertex of $\mathbf{H}$ corresponds to some vertex of $T$, and each vertex of $\mathbf{H}$ is associated with a value, called a key. We do not distinguish between a vertex $h$ of $\mathbf{H}$ and the vertex of $T$ corresponding to $h$. For each non-root vertex $h$ of $\mathbf{H}$, the key of $h$ is more than or equal to that of its parent, which implies that the key of the root of $\mathbf{H}$ is minimum among all vertices of $\mathbf{H}$. If the number of vertices of $\mathbf{H}$ is $m$ and we can directly access to a vertex of $\mathbf{H}$ by using a pointer, then we can delete a vertex of $\mathbf{H}$, insert a new vertex to $\mathbf{H}$, and change the key of some vertex of $\mathbf{H}$ in $O(\log m)$ time, respectively. See, e.g., [6] for details of a binary heap. We denote by $r(\mathbf{H})$ and $\mathrm{V}(\mathbf{H})$ the root of $\mathbf{H}$ and the set of vertices in $\mathbf{H}$, respectively. For
each vertex $v$ in $\mathrm{V}(\mathbf{H})$, we denote by $\operatorname{key}(v)$ the key of $v$.
From now on, we give a faster implementation. Let $v$ be a vertex in $U$. Since it is not difficult to see that we can compute $\mu \overline{\bar{P}}(v)$ and $\mu_{F}(v)$ in the similar way, we concentrate on the time required to compute $\mu_{\bar{P}}^{\overline{\bar{P}}(v) \text {. In what follows, we use the notation introduced in }}$ Section 4.1.

### 5.1. Step 1

We first compute the set $I$ of integers in $\left\{t^{+}(v), t^{+}(v)+1, \ldots, \ell(v)+1\right\}$ such that $\mu \overline{\bar{P}}(v, i) \neq$ $-\infty$ by using Algorithm 6 .

```
Algorithm 6 Algorithm for computing \(I\)
    Set \(I:=\emptyset, i:=1, \Delta_{P}^{0}:=0\), and \(\Delta_{F}^{0}:=0\).
    while \(i \leq \ell(v)+1\) do
        if \(i>1\) then
            if there is a vertex \(c\) in \(C_{v}^{i-1}\) such that \(\mu_{P}(c)=\mu_{F}(c)=-\infty\) then
                Output \(I\), and halt.
            end if
            Set \(\Delta_{F}^{i-1}:=\Delta_{F}^{i-2}+\left|\left\{c \in C_{v}^{i-1} \mid \mu_{F}(c)=-\infty\right\}\right|\).
            if \(\Delta_{F}^{i-1}>q(v)-1\) then
                Output \(I\), and halt.
            end if
        end if
        Set \(\Delta_{P}^{i}:=\Delta_{P}^{i-1}+\left|\left\{c \in C_{v}^{i} \mid \mu_{P}(c) \neq-\infty\right\}\right|\).
        if \(i \geq t^{+}(v)\) and \(\Delta_{P}^{i} \geq q(v)-1\) then
            Set \(I:=I \cup\{i\}\).
        end if
        Set \(i:=i+1\).
    end while
    Output \(I\), and halt.
```

It is not difficult to see that in Algorithm 6, we have $\Delta_{P}^{i}=\left|Z_{P}^{i}\right|$ and $\Delta_{F}^{i}=\left|Z_{F}^{i}\right|$. Thus, the correctness of Algorithm 6 immediately follows from Lemma 4.1. The time complexity of Algorithm 6 is $O\left(n_{v}\right)$. It is not difficult to see that $I$ consists of consecutive integers. Thus, in what follows, we assume that $I=\{\mathrm{L}, \mathrm{L}+1, \ldots, \mathrm{R}\}$.

### 5.2. Step 2

The next step is to compute $\mu_{\bar{P}}^{\bar{p}}(v, \mathbf{L})$ and construct a binary heap $\mathbf{H}$ used later. We compute $\mu_{\bar{P}}^{\bar{p}}(v, \mathrm{~L})$ and construct a binary heap $\mathbf{H}$ by using Algorithm 7 .

Here we prove the correctness of Algorithm 7, i.e., we prove that $\mu_{\bar{P}}(v, \mathbf{L})=\zeta(\mathbf{H})$ when Algorithm 7 halts. It is not difficult to see that during this algorithm, we have

$$
\zeta(\mathbf{H})=\sum_{c \in \mathbf{V}(\mathbf{H}) \cup Z_{F}^{\llcorner-1}} \mu_{P}(c)+\sum_{c \in C_{v} \backslash\left(\mathbf{V}(\mathbf{H}) \cup Z_{F}^{\llcorner-1}\right)} \mu_{X_{c}^{\mathrm{L}}}(c)+1 .
$$

The definition of L implies that $\Delta_{F}^{\mathrm{L}-1} \leq q(v)-1$. Thus, when Algorithm 7 halts, we have $\Delta=q(v)-1$, i.e., $\left|\mathrm{V}(\mathbf{H}) \cup Z_{F}^{\mathrm{L}-1}\right|=q(v)-1$. Thus, $\mathrm{V}(\mathbf{H}) \cup Z_{F}^{\mathrm{L}-1}$ is a $(P,=, \mathrm{L})$-feasible subset of $K_{v}^{\mathrm{L}}$. Furthermore, if we set $\Pi:=\mathrm{V}(\mathbf{H}) \cup Z_{F}^{\mathrm{L}-1}$, then the definition of a binary (min) heap implies that $\Pi$ maximizes the first term in the last line of (4.2) in the case of $i=\mathrm{L}$. This completes the correctness of Algorithm 7. The time complexity of Algorithm 7 is clearly $O\left(n_{v} \log n_{v}\right)$.

```
Algorithm 7 Algorithm for computing \(\mu_{\bar{P}}^{\bar{p}}(v, \mathbf{L})\) and constructing \(\mathbf{H}\)
    Set \(\Delta:=\Delta_{F}^{\mathrm{L}-1}\) and \(\mathbf{H}\) to be an empty binary heap.
    Set \(\zeta(\mathbf{H})\) by
\[
\zeta(\mathbf{H}):=\sum_{c \in Z_{F}^{\mathrm{L}-1}} \mu_{P}(c)+\sum_{c \in C_{v} \backslash Z_{F}^{\mathrm{L}-1}} \mu_{X_{c}^{\mathrm{L}}}(c)+1 .
\]
for all vertices \(c\) in \(\left(K_{v}^{\mathrm{L}-1} \backslash Z_{F}^{\mathrm{L}-1}\right) \cap Z_{P}^{\mathrm{L}}\) do if \(\Delta<q(v)-1\) then
Insert \(c\) with a key \(\varphi_{F}(c)\) to \(\mathbf{H}\), and set \(\zeta(\mathbf{H}):=\zeta(\mathbf{H})+\varphi_{F}(c)\) and \(\Delta:=\Delta+1\). end if if \(\Delta=q(v)-1, \mathrm{~V}(\mathbf{H}) \neq \emptyset\), and \(\varphi_{F}(c)>\operatorname{key}(\mathrm{r}(\mathbf{H}))\) then Remove \(\mathbf{r}(\mathbf{H})\) from \(\mathbf{H}\), and insert \(c\) with a key \(\varphi_{F}(c)\) to \(\mathbf{H}\). Set \(\zeta(\mathbf{H}):=\zeta(\mathbf{H})-\operatorname{key}(\mathrm{r}(\mathbf{H}))+\varphi_{F}(c)\).
        end if
    end for
    for all vertices \(c\) in \(C_{v}^{\mathrm{L}} \cap Z_{P}^{\mathrm{L}}\) do
        if \(\Delta<q(v)-1\) then
            Insert \(c\) with a key \(\varphi_{\bar{P}}(c)\) to \(\mathbf{H}\), and set \(\zeta(\mathbf{H}):=\zeta(\mathbf{H})+\varphi_{\bar{P}}(c)\) and \(\Delta:=\Delta+1\).
        end if
        if \(\Delta=q(v)-1, \mathrm{~V}(\mathbf{H}) \neq \emptyset\), and \(\varphi_{\bar{P}}(c)>\operatorname{key}(\mathrm{r}(\mathbf{H}))\) then
            Remove \(\mathbf{r}(\mathbf{H})\) from \(\mathbf{H}\), and insert \(c\) with a key \(\varphi_{\bar{P}}(c)\) to \(\mathbf{H}\).
            Set \(\zeta(\mathbf{H}):=\zeta(\mathbf{H})-\operatorname{key}(\mathrm{r}(\mathbf{H}))+\varphi_{\bar{P}}(c)\).
        end if
    end for
    Output \(\zeta(\mathbf{H})\) and \(\mathbf{H}\). Then, halt.
```


### 5.3. Step 3

Lastly, we consider how to compute $\mu_{\bar{P}}^{\overline{\overline{ }}}(v, i)$ for each $i=\mathrm{L}+1, \mathrm{~L}+2, \ldots, \mathrm{R}$. We can compute these values by using Algorithm 8.

For each $i=\mathrm{L}, \mathrm{L}+1, \ldots, \mathrm{R}-1$, let $\widehat{\mu}_{\bar{P}}(v, i)$ be the maximum size of a member $M$ in $\mathbf{M}_{P}^{\overline{=}}(v, i)$ such that

- $M \cap S_{c} \in \mathbf{M}_{P}(c) \cup \mathbf{M}_{F}(c)$ for every vertex $c$ in $K_{v}^{i}$, and
- $M \cap S_{c} \in \mathbf{M}_{\bar{P}}(c)$ for every vertex $c$ in $C_{v} \backslash K_{v}^{i}$.

In the $i$ th iteration of Algorithm 8, we have $\mu_{\bar{P}}(v, i-1)$ and the corresponding binary heap $\mathbf{H}$ as an initial input. For computing $\mu_{\bar{P}}^{\overline{\bar{P}}(v, i) \text { from these inputs, we first compute } \widehat{\mu}_{\bar{P}}(v, i-1) ~(1) ~}$ (in the lines 3 to 22). Notice that for every vertex $c$ in $C_{v}$ such that $\mu_{P}(c) \neq-\infty$ and $\mu_{F}(c) \neq-\infty$, we have $\varphi_{F}(c) \geq \varphi_{\bar{P}}(c)$. Furthermore, since $X_{c}^{i-1}=\bar{P}$ and $X_{c}^{i}=F$ for every vertex $c$ in $C_{v}^{i-1}$, we need to do the operation in the line 7 . For the same reason, we need to do the operation in the line 19. In addition, since $X_{c}^{i-1}=\bar{P}$ for every vertex $c$ in $C_{v}^{i-1}$, we add $\varphi_{\bar{P}}(c)$ to $\zeta(\mathbf{H})$ in the lines 12 and 16 . However, since $X_{c}^{i}=F$ for every vertex $c$ in $C_{v}^{i-1}$, we set the key of $c$ to be $\varphi_{F}(c)$ in the line 15. In the lines 23 to 28 , we compute


$$
\zeta(\mathbf{H})=\sum_{c \in \mathbb{V}(\mathbf{H}) \cup Z_{F}^{i-1}} \mu_{P}(c)+\sum_{c \in C_{v} \backslash\left(V(\mathbf{H}) \cup Z_{F}^{i-1}\right)} \mu_{X_{c}^{z}}(c)+1 .
$$

Thus, we can compute $\mu_{\bar{P}}^{\bar{P}}(v, i)$ in the $i$ th iteration. The time complexity of Algorithm 8 is clearly $O\left(n_{v} \log n_{v}\right)$.

```
Algorithm 8 Algorithm for computing \(\mu_{\bar{P}}^{\overline{( }}(v, i)\) for each \(i=\mathrm{L}+1, \mathrm{~L}+2, \ldots, \mathrm{R}\)
    Set \(i:=\mathrm{L}+1, \mathbf{H}:=\) the binary heap obtained by Algorithm 7 , and \(\zeta(\mathbf{H}):=\mu_{\bar{P}}^{\overline{\overline{ }}(v, \mathrm{~L}) \text {. }}\)
    while \(i \leq \mathrm{R}\) do
        for all vertices \(c\) in \(C_{v}^{i-1} \cap \mathrm{~V}(\mathbf{H})\) do
            if \(\mu_{F}(c)=-\infty\) then
                Remove \(c\) from \(\mathbf{H}\).
            else
                Change the key of \(c\) from \(\varphi_{\bar{P}}(c)\) to \(\varphi_{F}(c)\).
            end if
        end for
        for all vertices \(c\) in \(C_{v}^{i-1} \backslash \mathrm{~V}(\mathbf{H})\) do
            if \(\mu_{F}(c)=-\infty\) then
                Remove \(\mathbf{r}(\mathbf{H})\) from \(\mathbf{H}\), and set \(\zeta(\mathbf{H}):=\zeta(\mathbf{H})-\operatorname{key}(\mathrm{r}(\mathbf{H}))+\varphi_{\bar{P}}(c)\).
            else
                if \(\mathrm{V}(\mathbf{H}) \neq \emptyset\) and \(\varphi_{F}(c)>\operatorname{key}(\mathrm{r}(\mathbf{H}))\) then
                    Remove \(\mathbf{r}(\mathbf{H})\) from \(\mathbf{H}\), and insert \(c\) with a key \(\varphi_{F}(c)\) to \(\mathbf{H}\).
                        Set \(\zeta(\mathbf{H}):=\zeta(\mathbf{H})-\operatorname{key}(\mathrm{r}(\mathbf{H}))+\varphi_{\bar{P}}(c)\).
                end if
                if \(\mathrm{V}(\mathbf{H})=\emptyset\) and/or \(\varphi_{F}(c) \leq \operatorname{key}(\mathrm{r}(\mathbf{H}))\) then
                    Set \(\zeta(\mathbf{H}):=\zeta(\mathbf{H})-\mu_{\bar{P}}(c)+\mu_{F}(c)\).
                end if
            end if
        end for
        for all vertices \(c\) in \(C_{v}^{i} \cap Z_{P}^{i}\) do
            if \(\varphi_{\bar{P}}(c)>\operatorname{key}(\mathrm{r}(\mathbf{H}))\) then
                Remove \(\mathbf{r}(\mathbf{H})\) from \(\mathbf{H}\), and insert \(c\) with a key \(\varphi_{\bar{P}}(c)\) to \(\mathbf{H}\).
                Set \(\zeta(\mathbf{H}):=\zeta(\mathbf{H})-\operatorname{key}(\mathbf{r}(\mathbf{H}))+\varphi_{\bar{P}}(c)\).
            end if
        end for
        Output \(\zeta(\mathbf{H})\left(\right.\) for \(\mu_{\bar{P}}^{\overline{\overline{ }}}(v, i)\) ), and set \(i:=i+1\).
    end while
    Halt.
```

In the similar way, we can compute $\mu_{\overline{\bar{P}}}^{\overline{=}}(v)$ and $\mu_{F}(v)$ in $O\left(n_{v} \log n_{v}\right)$ time. This completes the proof of the fact that Algorithm 1 can be implemented in $O(n \log n)$ time.

### 5.4. Finding an optimal solution

Here we consider how to find an optimal solution. For this, it suffices to compute $\partial_{v} M$ for some maximum-size member $M$ in $\mathbf{M}_{\bar{P}}^{\overline{\bar{P}}(v) \text {. For computing this, we first compute an integer }}$ $\xi$ in $\{\mathrm{L}, \mathrm{L}+1, \ldots, \mathrm{R}\}$ such that $\mu_{\bar{P}}(v)=\mu_{\bar{P}}(v, \xi)$. If $\xi=\mathrm{L}$, then we run Algorithm 7 , and output $\mathrm{V}(\mathbf{H}) \cup Z_{F}^{\mathrm{L}-1}$. If $\xi>\mathrm{L}$, then we run Algorithms 7 and 8 . Then, we stop Algorithm 8 when the $\xi$ th iteration terminates, and output $\mathrm{V}(\mathbf{H}) \cup Z_{F}^{\xi-1}$. We can treat $\mathbf{M}_{\overline{\bar{P}}}(v)$ and $\mathbf{M}_{F}(v)$ in the similar way. By using this algorithm from the root $r$, we can find an optimal solution in $O(n \log n)$ time.
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[^0]:    *This work was done when Keita Nakamura was a student at Kyushu University.
    ${ }^{\dagger}$ We adopt the stability criterion called the weak stability. See [7, Chapter 3] for a survey of stable matchings with ties.

[^1]:    ${ }^{\ddagger}$ For every pair of vertices $u, w$ in $N(v)$, at least one of $u \succsim v w$ and $w \succsim v u$ holds.

