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Abstract  We consider a bivariate Markov process {(U(t), S(t)); t > 0}, where U(t) (¢t > 0) takes values in
[0,00) and S(t) (¢t > 0) takes values in a finite set. We assume that U(t) (¢ > 0) is skip-free to the left, and
therefore we call it the M/G/1-type Markov process. The M/G/1-type Markov process was first introduced
as a generalization of the workload process in the MAP/G/1 queue and its stationary distribution was
analyzed under a strong assumption that the conditional infinitesimal generator of the underlying Markov
chain S(t) given U(t) > 0 is irreducible. In this paper, we extend known results for the stationary distribution
to the case that the conditional infinitesimal generator of the underlying Markov chain given U(t) > 0 is
reducible. With this extension, those results become applicable to the analysis of a certain class of queueing
models.
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1. Introduction

We consider a bivariate Markov process {(U(t),S(t)); t > 0}, where U(t) and S(t) are
referred to as the level and the phase, respectively, at time t. U(t) (¢ > 0) takes values in
[0,00) and S(t) (t > 0) takes values in a finite set M = {1,2,..., M}. {U(t); t > 0} either
decreases at rate one or has upward jump discontinuities, so that {U(t); ¢t > 0} is skip-free
to the left. We assume that when (U(t—),S(t—)) = (z,i) (x > 0, i € M), an upward
jump (possibly with size zero) occurs at a rate ol! (ol > 0) and the phase S(t) becomes j
(j € M) with probability pl*/l. On the other hand, when (U(t—), S(t—)) = (0,4) (i € M),
an upward jump occurs with probability one and the phase S(t) becomes j (7 € M) with
probability p*/l. Note here that for i € M,

Z p[iyﬂ =1, Z ]—Q[i,j] -1

jem jemM
When U(t) > 0 (resp. U(t) = 0), the sizes of upward jumps with phase transitions from
S(t—) =i to S(t) = j are independent and identically distributed (i.i.d.) according to a
general distribution function B (x) (z > 0) (resp. E[m(w) (x > 0)). To avoid trivialities,
we assume B1(0) =0 (i € M) and E[i’ﬂ(O) =0 (i,7 € M).
We introduce M x M matrices C, D(z) (x > 0), and B(x) (z > 0) to deal with this
Markov process.

c —all, 1=
[Cli; = olilpld BEal(0), i # 4,

376



EXTENS ON OF M/G/1-TYPE MARKOV PROCESSES 377
[D(0)]; [D(2)];; = optI Bl (), 2 >0,
[B(x))i; = ”]B (w).
We define D*(s) (Re(s) > 0) and B (s) (Re(s) > 0) as the Laplace-Stieltjes transforms

(s
(LSTs) of D(x) and B(x), respectively.
D*(s) = /000 exp(—sz)dD(z), B (s)= /000 exp(—sx)dB(z).

Further we define M x M matrices D and B as

D = lim D(z) = lim D*(s), B = lim B(z) = lim B (s).
T—00 s—0+ T—00 s—0+
By definition, C' + D represents the infinitesimal generator of a continuous-time Markov
chain defined on finite state space M. Also, B represents the transition probability matrix
of a discrete-time Markov chain defined on finite state space M. Therefore, C + D and B
satisfy
(C+D)e=0, Be=ce,

respectively, where e denotes an M x 1 vector whose elements are all equal to one.

The Markov process described above was first introduced in [7] as a continuous analog of
Markov chains of the M/G/1 type [5]. We thus refer to this Markov process as the M/G/1-
type Markov process. In [7], the M/G/1-type Markov process is regarded as a generalization
of the workload process in the queueing model with customer arrivals of Markovian arrival
process (MAP), and the LST of the stationary distribution is derived under the assumption
that C' + D is irreducible. This assumption is appropriate when we consider the stationary
behavior of the ordinary MAP/G/1 queues, because it is equivalent to assume that the
underlying Markov chain governing the arrival process is irreducible. However, the irre-
ducibility of C + D is not necessary for the irreducibility of {(U(t),S(t));¢ > 0}. This
assumption is thus too strong and restricts its applicability to queueing models.

In this paper, we assume that an M x M infinitesimal generator

C+D+B-1

is irreducible, where I denotes an M x M unit matrix. It is easy to see that {(U(t), S(t));t >
0} is irreducible if and only if C + D + B — I is irreducible. Therefore, even when C + D
is reducible, {(U(t), S(t));t > 0} is irreducible if all states in M can be reached from each
other with transitions governed by C 4+ D and B. Note that for discrete-time M/G/1 type
Markov chains, analytical results for the case corresponding to reducible C' + D is found in
[5, section 3.5]. To the best of our knowledge, however, a continuous analog of such results
have not been reported in the literature.

The rest of this paper is organized as follows. In Section 2, we explain the application of
the M/G/1-type Markov process to the analysis of queueing models. We show through some
examples that its applicability is extended allowing C' + D to be reducible. In Section 3, we
briefly review known results for the M/G/1-type Markov process with irreducible C + D
[7]. In Section 4, we first show that results in [7] are not applicable directly to reducible
C + D, and then derive a formula applicable to the reducible case. In addition, we provide
a recursion to compute the moments of the stationary distribution, and consider an efficient
computational procedure of a fundamental matrix for reducible C'+ D. Finally, we conclude
this paper in Section 5.
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378 Y. Inoue & T. Takine

2. Applications of the M/G/1-Type Markov Process to Queueing Models

In this section, we shortly explain applications of the M/G/1-type Markov process to the
analysis of queueing models. We first make an explanation about queueing models formu-
lated to be the M/G/1-type Markov process with irreducible C' + D. Next, we present some
examples of queueing models that can be analyzed using the M/G/1-type Markov process
with reducible C + D, which emphasize the motivation of this paper.

As mentioned in Section 1, the M/G/1-type Markov process was first introduced as a
continuous analog of the M/G/1 type Markov chain. The M/G/1-type Markov chain is
utilized typically for the analysis of MAP/G/1 queues. For the MAP/G/1 queue, the em-
bedded queue length process at the departure instants can be described by the M /G /1-type
Markov chain. On the other hand, the censored workload process in the MAP/G/1 queue
obtained by observing only busy periods can be described by the M/G/1-type Markov pro-
cess. Note here that the censored workload process is a stochastic process whose sample
paths are identical to those of the original workload process, except that time periods of
the system being empty are removed from the time axis and a busy period starts immedi-
ately after the system becomes empty. Specifically, the censored workload process in the
MAP/G/1 queue characterized by a MAP (Cyap, Dyap) and a service time distribution
B(z) (x > 0) corresponds to the M/G/1-type Markov process with

C = CMAP, D(l’) = B(iL’)DMAP, E(:L‘) = B(:C)(—CMAP)ilDMAP.

Analysis of the workload process is important when we consider the multi-class FIFO
MAP/G/1 queue, i.e., the FIFO queue with marked MAP (MMAP) arrivals [2] with different
service time distributions among classes. The queue length process in such a model is
difficult to analyze directly because the embedded queue length process at the departure
instants is no longer of the M/G/1 type, and we need to keep track of the class of every
waiting customer [2]. On the other hand, analysis of the workload process does not have
such difficulty. Consider the MMAP/G/1 queue characterized by a MMAP (Cyap, Dyap k)
(k =1,2,...,K) and service time distributions By(z) (k = 1,2,..., K, > 0). For this
model, the censored workload process obtained by observing only busy periods is described
by the M/G/1-type Markov process with

K K

C =Cwap, D(z)= ZBk(x)DMAP,k, B(r) = (—Cyap)* ZBk(x)DMAP,k- (1)
k=1 k=1

As shown in [8], the joint distribution of the numbers of customers in the stationary system
is given in terms of the stationary workload distribution.

In the analysis of the ordinary MAP/G/1 and MMAP/G/1 queues, it is usually assumed
that the underlying Markov chain is irreducible because the existence of transient states have
no effect on performance measures of the queues in steady state. In accordance with this
convention, the analytical results for the M/G/1-type Markov process reported in [7] are
derived under an assumption that C' + D is irreducible.

As shown in examples below, however, there exist queueing models whose (censored)
workload processes are formulated as M/G/1-type Markov processes with reducible C + D.

Example 1-A. Consider a MAP/G/1 queue with two types of busy periods {1,2}, where
the customer arrival process is governed by (Cl(\Z)AP, Dl(\Z)AP(x)) during busy periods of type

i (i = 1,2). Transitions of busy-period type occur only when the system is empty. The
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censored workload process obtained by observing only busy periods is formulated as an
M/G/1-type Markov process with

(1) (1)
C — Chiap (02) , D(z) = Dysp(2) (2)0 ’
O Chiap O Dyiap ()

o E(H)(x) §(12)(x)
B(z) = (E(m)(w) E(Qz)(x) :

An example of a queueing system with two (or more) types of busy periods is a host machine
in a distributed server system with dedicated task assignment policy [1]. Each host is
dedicated to either “short” or “long” jobs during a busy period so that variability of job
sizes to be processed at each host becomes low. Furthermore, when a host becomes idle, its
role may be changed to the other one, which improves the utilization of the system.

Example 1-B.

Consider a MAP/G/1 queue with multiple vacations and exhaustive service discipline
[4]. For queueing models with vacations, lengths of vacations are usually assumed to be
i.i.d. random variables. Using the M/G/1-type Markov process with reducible C + D, we
can describe a MAP/G/1 queue with semi-Markovian vacation times, where a sequence of
vacation lengths forms a semi-Markov process. For example, consider a 2-state semi-Markov
process {Sy(t); t > 0}, where Sy(t) takes value in {1,2}. Let VI¥l(z) (. >0, 4,5 = 1,2)
denote the joint probability that a state-transition from state i to state j occurs when the
sojourn time in state 7 is elapsed, and the sojourn time in state ¢ is not greater than x. The
workload process in a MAP/G/1 queue with vacations whose lengths are governed by this
semi-Markov process is then represented by the M/G/1-type Markov process with

Cwar O Dyiap(x) 0 )
C - D =
( o CMAP)’ (=) ( o Dypp() )’
E(:E _ V[l’l](l‘)IMAp V[1’2](ZL‘)IMAP
V[Q’l]({L‘)IMAp V[Q’Q](ZL‘)IMAP ’

where Iyiap denotes a unit matrix with the same size as Cyap. Note that in this case,
vacations can be regarded as service times of virtual customers who arrive immediately after
the system becomes empty, so that this M/G/1-type Markov process represents the original
workload process in the exhaustive-service MAP/G/1 vacation queue with semi-Markovian
vacation times.

Example 2-A. Consider a MAP/G/1 queue, where the underlying Markov chain governing
the arrival process is transient, and its state gets reset when the system becomes empty.
The censored workload process obtained by observing only busy periods is formulated as an
M/G/1-type Markov process with

c_ (CT CT,N)7 D) — (Dﬂx) DT,N@:))’

O Cx O  Dx(z)
2= (5 o)

where “T” and “N” represent “transient” and “normal”, respectively. Data streams gen-
erated by the slow-start mechanism of the transmission control protocol (TCP), whose
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behavior is different during start-up periods, is an example of such a transient arrival pro-
cess. The analysis of this queueing model enables us to examine the trade-off between the
data throughput and the queueing delay caused by congestion in a communication channel.

Example 2-B. As a modified version of Example 2-A, consider a queueing model in which
the processing rate is given by v > 0 during the transient periods. By means of the change
of time scale, the censored workload process can be converted to an M/G/1-type Markov
process with [10]

- (Cg/v CELM)’ D(z) = (DT(OJ:)/V DE’;L%”) @)

=Y . BT,T(LL’) O

B0 - (510 o) 3
This queueing model is referred to as a queue with working vacations, which was introduced
in [6] as a model of an access router in a reconfigurable wavelength division multiplexing
(WDM) optical access network. In queueing models with working vacations, when the
system becomes empty, the server starts a period called a working vacation, during which
the server serves arriving customers with a service rate different from normal periods. By

considering the queueing models with working vacations, we can discuss the effectiveness of
the adaptive resource allocation mechanisms in reconfigurable WDM optical access networks.

Remark 1. For simplicity of notations, we considered a single-class model in each example
above. These models can be easily extended to the case of MMAP arrivals in the same way
as in (1).

In Section 4, we develop analytical methods for the M/G/1-type Markov processes with
reducible C' + D. The results in Section 4 enable us to obtain performance measures in
varieties of queueing models including those described in the examples above.

3. Known Results for Irreducible C + D [7]

In this section, we review known results in [7], assuming that C + D is irreducible. Owing to
this assumption, C' + D has its invariant probability vector 7r, which is uniquely determined
by

w(C+ D)=0, me=1.

Let B and B denote M x 1 vectors given by
8= / xdD(x)e, 8= / rdB(x)e. (4)
0 0
Throughout this section, we assume that

B < oo, 6 <1,

which ensures the irreducible Markov process {(U(t), S(t)); t > 0} being positive recurrent
[7, Theorem 1]. Let u(z) (z > 0) denote a 1 x M vector whose jth (j € M) element
represents the joint probability that the level is not greater than x and the phase is equal
to j in steady state and we define u*(s) (Re(s) > 0) as the LST of u(x).

fu(x)]; = lim Pr(U(t) < 2,5(t) = ). j €M,

u*(s) = /OOO exp(—sx)du(x).

We can derive the following lemma from the balance equation for steady state.
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EXTENS ON OF M/G/1-TYPE MARKOV PROCESSES 381
Lemma 1. (Theorem 2 in [7]) u*(s) (Re(s) > 0) satisfies
u*(s)[sI + C + D*(s)] = 4(0)[I — B (s)], Re(s) > 0, (5)
where %(0) denotes the right derivative of u(z) at x = 0.

J0) — 1y )~ u(0)

Let ¢ denote the reciprocal of the mean recurrence time of the set of states {(0,4); i €
M}, Further let n® denote the stationary probability vector of the phase just before the
level becomes 0. 4(0) is then given by

1(0) = en®. (6)

In order to determine ¢ and n*, we consider the first passage time to level 0. Let T denote
the first passage time to level 0 after time 0.

0, U(0) = 0,
inf{t; U(t) =0,t > 0}, otherwise.

E

We define P(t | z) (t > 0, x > 0) as an M x M matrix whose (4, j)th element (7,5 € M)
represents the joint probability that the first passage time is not greater than ¢ and the
phase is equal to j at the end of the first passage time, given that the level is equal to z
and the phase is equal to ¢ at time 0.

[P(t]2)]i; =Pr(T" <t,8(T"~) = j | U(0) = ,5(0) = 1).

Let P*(s | z) (Re(s) > 0, z > 0) denote the LST of P(¢ | x) with respect to t.

P(s | 1) = /too exp(—st)dP(t | 7).

=0

Using
P'(s|z+y)=P(s|z)P(s]y), x=0,y=0,

[11] shows that P*(s | z) (x > 0) is given by

P(s | x) = exp(Q"(s)x), (7)

where Q*(s) (Re(s) > 0) denotes an M x M matrix that satisfies

Q'(s)= —sI+C+ / " AD(y) exp(Q* (s)y). (®)

Let P(z) (x > 0) denote an M x M transition probability matrix whose (7, j)th element
(1,7 € M) is given by

[P(2)];; = Pr(S(T"—) = j | U(0) = 2, 5(0) = ).
By definition, we have

P(z)= lim P*(s|x) =exp(Qz), x>0, (9)

s—0+
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382 Y. Inoue & T. Takine

where
Q - sl—igl-i- Q* (S)
Because of (8), @ satisfies
Q=C+ [ aDy)exn(@y) (10)
0

Remark 2. As shown in [11], Q is given by the limit lim, Q"™ of an elementwise
increasing sequence of matrices {Q(")}n:m given by the following recursion.

gooe

QY =, Q™ =cC +/ dD(y) eXp(Q(”_l)y), n=12.... (11)
0

Because the integral on the right-side of this equation can be computed with uniformization
[12], we can numerically obtain Q = lim,, Q"™ with an adequate stopping criterion. More
specifically, for a given allowable error € > 0, we may stop the iteration at n* satisfying
maXZ-eMHQ(”*)e]i‘ < €.

Q is known to be an infinitesimal generator of a Markov chain on M, and it is irreducible
if C+ D is irreducible [9, 11]. Therefore, because of the assumption of the irreducible C+ D,
Q has its invariant probability vector k, which is uniquely determined by

kKQ =0, ke=1. (12)

We define f(z) (z > 0) as an M x 1 vector whose ith (i € M) element represents the mean
first passage time to level 0, given that the level is equal to  and the phase is equal to ¢ at
time 0.

[f (@)} = E[T" | U(0) = 2, 5(0) = i].
Noting (7) and (8), we obtain f(z) through a straightforward calculation.

f(z)=(-1)- lim ﬁP*(s | z)e

s—0+ Js
- (Z i ) (-t 2" (s)e) (13)
= [rek —exp(Qz) + I|[(e — B)k — C — D] e, (14)
because
— 2"Q" ! _ -1
(Z iy ) = [rek —exp(Qz) + Il(ek — Q)™ ", (15)
(1) Jim 2@ (s)e = (ex ~ Q)[(e ~ B)x — C ~ DI e (16)

It is known that both of ek — Q and (e — B)k — C — D are non-singular when C + D is
irreducible.

c and ¥ on the right-hand side of (6) is then given by the following lemma.
Lemma 2. (Theorem 3 in [7]) n® is uniquely determined by

n" /OOO dB(z)exp(Qz) =n", ne=1, (17)
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and c is given by

c= ! = ! (18)

n® /OOO dB () f(x) nE(Bk + B —I)[(e— B)k —C — D] le

Before closing this section, we derive an alternative formula for w*(s), which is similar
to that given in [9]. We define M x M matrices R*(s) (Re(s) > 0) and R (s) (Re(s) > 0)
as

R(s) = [ esp(osapde [ D) exp(QUy - )
R'(s) = /000 exp(—sx)dx /OO dB(y)exp(Q(y — ).

By definition, R*(s) and R (s) satisfy
I — R*(s)|(sI + Q) =sI+C + D*(s), Re(s)>0, (19)

oo

R*(s)(sI +Q) = /0 dB(y) exp(Qy) — E*(s), Re(s) > 0. (20)

It follows from (6), (17), and (20) that
W(O)R (s)(sI + Q) = w(0)[I —B'(s)],  Re(s) > 0.
With (19), (5) is then rewritten to be
w(s)[I — R*(5)|(sI + Q) = w(O)R (s)(sI + @),  Re(s) > 0. (21)
In the same way as in [3, P. 66], it can be shown that (21) implies
w(s)[I — R'(s)] = w(0)R'(s),  Re(s) > 0.

We thus obtain the following theorem.
Theorem 1. u*(s) is given by

u*(s) = a(0)R (s)[I — R*(s)] 7}, Re(s) > 0. (22)
Remark 3. [9] shows that I — R*(s) (Re(s) > 0) is non-singular when C+ D is irreducible.

4. Results for Reducible C + D

In this section, we generalize the results in Section 3 to the case of reducible C' + D. More
specifically, we assume that the infinitesimal generator C' + D is reducible and it has H
closed irreducible classes of states. We define H = {1,2,..., H} as the set of such irreducible
classes. C and D are then written in the following form.

CT CT,l CT,Q Tt CT,H DT DT,l DT,Q e DT,H
o c 0 .. o o D, O - O
0] O O .- Cyg (0] 0] O --- Dy
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where C denotes an My x Mt defective infinitesimal generator, C}, (h € H) denotes an
M), x My, defective infinitesimal generator, and Cr, (h € H) denotes an My x M), transition
rate matrix. Also, Dt denotes an My X My transition rate matrix, D) (h € H) denotes
an M), x M), transition rate matrix, and Dy, (h € H) denotes an Mt x M, transition rate
matrix. Because Cj, + Dy, (h € H) represents an irreducible infinitesimal generator, it has
its invariant probability vector 7r;,, which is uniquely determined by

Wh(ch + Dh) = 0, THER — 1,

where ey, (h € ‘H) denotes an M), x 1 vector whose elements are all equal to one.

Throughout this paper, for any M x M block upper-triangular matrix similar to C' and
D in (23), we denote the (0,0)th block by the subscript “T”, the (0, h)th block (h € H)
by the subscript “T,h”, and the (h, h)th block (h € H) by the subscript “h”. We define
My x 1 vector B and M, x 1 vector 3, (h € H) as

B, = /000 xdDy(v)en, By = /0°° zdDry(z)er + Z/OO rdDr p(z)er,

hen V0

respectively, where er denotes an Myt x 1 vector whose elements are all equal to one (cf.
(4)). We assume that an M x M infinitesimal generator C + D + B — I is irreducible,
which is a necessary and sufficient condition for {(U(t),S(t)); t > 0} to be irreducible as
noted in Section 1. We also assume that

B<oo, Bp<oo, wh,<1, heH. (24)

With Theorem 1 in [7], it is easy to see that {(U(t), S(¢)); t > 0} is positive recurrent if and
only if (24) holds.

As mentioned in Section 3, the assumption of the irreducible C + D is a sufficient
condition for the followings to hold:

(i) The matrix @ is irreducible, so that its invariant probability vector & is uniquely deter-

mined by (12).

(ii) Both ex — Q and (e — B)k — C — D are non-singular, and therefore f(z) (z > 0) is

given by (14).

(iii) I — R*(s) on the right-hand side of (22) is non-singular for Re(s) > 0.
Note that these are the only things in the discussion of Section 3, which are related to the
irreducibility of C + D.

We can prove that (iii) still holds for reducible C + D. We provide an outline of its
proof in Appendix A. As shown below, on the other hand, neither of (i) and (ii) above is
valid when C'+ D is reducible with more than one irreducible classes of states (i.e., H > 2).

Noting that @ is given by the limit of the sequence of matrices {Q(”)}nzo,l,m defined as
(11), it is easy to see that @ takes the form

Qr QT,1 QT,Q QT,H

o Q o --- O
Q: o O Qz O s (25)
0O 0 0 - Qu

where Qp denotes a defective infinitesimal generator, Qr; (h € H) denotes a transition
rate matrix, and @, (h € H) denotes an irreducible infinitesimal generator. @ is thus no
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longer irreducible. Furthermore, when H > 2, there are infinitely many invariant probability
vectors of , which are given by linear combinations of the invariant probability vectors of
Q,, Q,, ..., and Q. The following lemma shows that ex — @ and (e — )k — C — D are
no longer non-singular for any invariant probability vector k of Q if H > 2.

Lemma 3. Consider an M x M reducible infinitesimal generator’Y with H closed irreducible
classes of states.

Yr Yri Yoo -+ You

O Y, o ... (0
vy=| O O Y, --- O

O O O .- Ygy

Let 7, (h € H) denote the invariant probability vector of Yy,.
7th =0, Ynen =1, he™H.

If H> 2, vaa =Y s singular for any 1 x M real vector a and any M X 1 real vector v
satisfying

v=| V2|, Ypvn # 0  for some h € H, (26)

Vg

where vy and vy, (h € H) denote Mt x 1 and My, x 1 vectors, respectively.

We prove Lemma 3 in Appendix B.

When H > 2, we can verify that ek — Q (resp. (e — B)k — C — D) is singular for
any invariant probability vector k of @, by letting @ = Kk, v = e (resp. v = e — 3), and
Y =Q (resp. Y = C + D) in Lemma 3. The formulae (14) and (18) in Section 3 is thus
not applicable to reducible C' 4+ D with more than one irreducible classes of states.
Remark 4. If C + D has transient states and only one irreducible class of states, i.e.,
H =1, Q has the unique invariant probability vector k even though it is reducible. In this
case, we can prove that both of ek — Q and (e — B)k — C — D are non-singular.
Remark 5. Although analytical results for the M/G/1-type Markov chain corresponding to
the case of reducible C + D is obtained in [5, section 3.5], it considers only the case of
H = 1 with transient states. As shown for the continuous version, however, the case of
H > 2 s essentially different from that of H = 1.

The rest of this section consists of three subsections. In Section 4.1, we consider the LST
of the stationary distribution w*(s) (Re(s) > 0), and derive a formula applicable to reducible
C + D. In Section 4.2, we provide an efficient computational procedure of reducible @ with
the block structure (25). Finally, in Section 4.3, we consider the moments of the stationary
distribution. We show that some modification from the irreducible case is necessary to
obtain the moments.

4.1. LST of Stationary Distribution

In this subsection, we derive a formula for the LST of the stationary distribution w*(s)
(Re(s) > 0) applicable to reducible C + D. Note that (5) and (22) are still valid for
reducible C + D. The difference from the irreducible case is that ©(0) cannot be obtained
from Lemma 2 because (14) and (18) does not hold for reducible C + D with H > 2 as
shown above.
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Therefore, we first derive a formula for the mean first passage time f(z) (z > 0) ap-
plicable to reducible C + D with the general structure (23). Let kj (h € H) denote the
invariant probability vector of @), (see (25)), which is uniquely determined by

K,th = O, KRp€ep = 1. (27)
We then define M x M matrix Q as

(0] QT,l QT,2 QT,H

O e Kk (0 O
g-|0 0 em - 0 | (28)
O (0] O s+ EegRkH

where
Qr) = (—Qr) 'Qr enkn, heH.
Lemma 4. f(x) (x> 0) is given by

f(z) = [I —exp(Qu) +2Q)(A -~ C — D) 'e, (29)
where A is defined as
o A, Arp Aty
o0 O (e1— Bk O e 0
A:Q—/ zdD(z)Q = | O O (€2 — By)ka -+~ o ,
0 : f f (0]
O (0 (0 cee (GH — BH)K'H

Ary = QT,h — / deT(x)QTJL — / xdDry p(x)epkn, heH.
0 0

Remark 6. (A — C — D)™ is given by

[—(Ct+ DT)]_1 JT,} Jro - Jrm
o A, O - O

(A—C-D)'= o o A, - o |, (30)
o) o 0 - A,

where

A, = (en—By)kn—Cr— D), heH,
~—1
Jrp=(=1)[-(Cr+ D1)] YAy — Crp— D1p)A,, heH.

Proof. Because we can prove Lemma 4 in almost the same way as the irreducible case in
[11], we provide only an outline of the proof. By definition of @, it follows that

QQ:O’
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from which we obtain a similar result to (15).

o0

> @ = [T ewi@n 140 @- Q)

Note here that the block upper-triangular matrix Q — Q is non-singular because its diagonal
block matrices —Q and epky, — Q) (h € H) are non-singular. Noting that A — C — D is
non-singular by the same reasoning as the non-singularity of Q — Q, we also obtain
ood - _
(1) lim “Q(s)e= (@ -@)(A-C- D)
which corresponds to (16). We then obtain (29) from (13). O

We then obtain u*(s) (Re(s) > 0) for reducible C' + D using (5), (17), and (22).
Theorem 2. u*(s) (Re(s) > 0) satisfies

u*(s)[sI + C + D*(s)] = en®[I — B’ (s)], Re(s) > 0, (31)
and it 1s giwen by

u*(s) = en®R (s)[I — R*(s)] 7}, Re(s) > 0,

where n® denotes a 1 x M probability vector which is uniquely determined by

= [ dB)es(@), ne—1 (32)
0
and c is given by
1
C = —1 (33>
E(A+ B - I)(A—C—D) e

A= / ZBdB

Remark 7. Let ® denote an M x M matrix given by
P = / dB(z) exp(Qxz).
0

Since {(U(t),S(t)); t > 0} is irreducible and positive recurrent, ® represents an irreducible
transition probability matriz. Therefore, ® has its invariant probability vector, so that n*
is uniquely determined by (32)

Remark 8. When we apply Theorem 2 to the case that C + D has no transient states, it
is mecessary to rewrite (28) and (30) as

eelky O - (0] 31_ .0
3 O eky - (0] NG
Q- . 7. | a-c-pr=| 9 A ©

O O - epkpn O O A;

Copyright (© by ORSJ. Unauthorized reproduction of this articleis prohibited.



388 Y. Inoue & T. Takine

4.2. Computation of Reducible Q
In this subsection, we consider the computation of Q for reducible C + D. As mentioned
in Remark 2, @ can be computed based on the recursion (11). However, a straightforward
implementation of the computational procedure given in Remark 2 is not efficient for re-
ducible C + D because Q™ is a sparse block matrix and the number of iterations required
is determined by the most slowly convergent sequence among non-zero blocks. Therefore,
we can avoid unnecessary calculations by computing @ blockwise as follows.

It is readily to see from (11) that Q,, (h € H) is given by the limit lim,, . Ql(ln) of the

elementwise increasing sequence of matrices Qg") (n=0,1,...) defined as

O—_c, Q™ —Ch+/ dDy(y) exp(QU Vy), n=1,2,.... (34)
0

Because @), (h € H) represents an infinitesimal generator and @Q,e, = 0 holds, it can be
computed individually with an adequate stopping criterion in the same way as the compu-
tation of Q with (11).

Similarly, Q is given by the limit lim,,_, le ) of the elementwise increasing sequence
of matrices Q(T") (n=0,1,...) defined as

Q¥ =Cr. QY =Cr+ [ dDrew(@Y ). n=12...
0

However, because Q- represents a defective infinitesimal generator, the stopping criterion

of Q%?) is not clear. We thus need to compute Qp along with Q1 , (h € H). Let @(Tnib
(n=0,1,...) denote a sequence of matrices defined as

~(0)
QT,h = CT,h?

~(n) >
QT,h =Cry+ / dD- j(y) exp (th)
0

+ /000 dD(y) /y exp(ngn_l)t)@(TT;l) exp(Qh(y — t))dt, n=1,2,.... (3b)

0
According to the probabilistic interpretation of le ) 3], it can be verified that lim,, 62&7 L =
Qr, for h € H. Therefore, we first compute @, (h € H) with (34), and then we compute
Qr and Q- with an adequate stopping criterion. More specifically, for a given allowable
error € > 0, we may stop the iteration at n* satisfying

max
ieEMr

[Q(Tn*)eT + Z @g,;)eh]i‘ < e.

heH

Remark 9. The second integral on the right-hand side of (35) can be computed with uni-
formization as follows. Let 8 denote the maximum absolute value of the diagonal elements
of the matrix C. We then have

/0 dDr(y) /0 eXp(Q(%‘)t)@(ﬁexp(Qh(y—t))dt

= m = i 1 A W) _ -
=" DI O) Y [Ie + 07 QY0 QeI + 071 QF,  (36)
m=0 =0

J
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where
(0x)™

DU () = /0 " exp(—02) D D (),

The derivation of (36) is given in Appendiz C.
Remark 10. If C' + D has no transient states, Q is given by

Q, O - O
o) Q2 e 0
0 0 e Qy

so that we only need to compute Q,, (h € H) based on (34).
4.3. Moments of the Stationary Distribution

In this subsection, we derive a recursive formula for the moments of the stationary distri-
bution. For this purpose, we introduce some notations. We first rewrite (31) to be

u*(s)[sI + C + D*(s)] = —n*(s) Re(s) > 0, (37)

where n*(s) is given by o
n'(s) = cen"[B (s) — 1.
Let u™ (m =0,1,...) and ™ (m =0,1,...) denote 1 x M vectors given by

u Slir(%u (s), u —Sg%l+ iy [u*(s)], m=12,...,
—_1)m m

n® = lim n*(s), n™ = lim (=1 -;—["7*(8)}7 m=12,....
Sm

s—0+ s—0+ m‘

Note that the jth (5 € M) element of u® represents the stationary probability that the
phase is equal to j.

We develop a recursion to compute u™ (m = 0,1,...) utilizing the fact that C and
D*(s) are sparse block matrices. We thus partition u*(s), n*(s), u™ (m = 0,1,...), and
n™ (m =0,1,...) as follows.

u'(s) = (up(s), wi(s), uz(s), ..., up(s),  n°(s) = (n7(s), mi(s), m3(s), - ... M(s)),
ul™ = (uf™, wf™ g™ ug), n™ = @y ™ mg", ),
where w}(s), m75(s), uy”, and p" denote 1 x My vectors and uj (s), 7 (s), ul™, and n\™
(h € H) denote 1 x M), vectors.
Note that (37) is equivalent to
ur(s)[slt + Cr + Dr(s)] = —nr(s), (38)
up,(s)[sIh + Cn + Dj(s)] = =@ (s), heH, (39)
where

@n(s) = mp(s) + up(s)[Crp + D ,(s)], heH.
We define ¢§lm) (heH,m=0,1,...) as

¢ = lim ¢(s) =n,” +uf) (Crs+ Dr),

Copyright (© by ORSJ. Unauthorized reproduction of this articleis prohibited.



390 Y. Inoue & T. Takine

(m =ym d" m) m-1)
h)zsgrgl+ m! dsm[¢h( )}:772)+’U/T Cr +12;UTD£FIL ;o om=1,2,...,

where for h € H,

DY, =D D= iy D) m

We also define D(Tm) (m=0,1,...) and Dhm) (heH,m=0,1,...) as

(- ar

DY =D DY = i S DD L2

s—0+ m'
0 _ m) _ iy D™ 4 _
D,’ = Dy, D, Slg(l)lJr - -ds—m[Dh(s)}, m=1,2,....
Theorem 3. u™ = (u{” u{™ u{ ... W) (m=0,1,...) is given recursively by

ul =P [~(Cr + Dp)| 7,

m—1
) o <k S| e Do w12

1=0
and for h € H,
1
ugo)eh —_— [ (1) en + ng))(ehﬂ'h - C) — Dh)ilﬁh ) (40)
1 —mnB),
’U,g)) = 'U:EZO)ehTrh -+ ¢h (ehﬂ-h - Ch - Dh)ila (41)

m—1
" = (Z w' D" — " ¢ ¢§Zn)> (enn—Cr—Dp)™" m=12,..., (42)

=0

u™ey, = Ej D" e+ " Ve, +™MB, |, m=1,2,..., (43)
1—7Thﬁh P
0™ — ™ (m) _
M — e, + ™, m=1,2,.... (44)

Proof. We first consider u(T ™ (m=0,1,...). It follows from (38) that
uy(Cr + D) = =1y,

u(Tm)(CT—{—DT —UTm 1) Z )Dm D _n%m)’ m = 1,2,....
=0

Since Ct + Dr is a defective infinitesimal generator, it is non-singular. We thus obtain the
recursion for u(Tm) (m=0,1,...) from the above equations.

Next we consider 'u,glm) (he H, m=0,1,...) based on ( 9). Since Cj, + Dy, (h € H) is
an irreducible infinitesimal generator, the recursion for u (h € H,m=0,1,...) can be
obtained by standard manipulations in matrix-analytic methods (e.g., [11]), and therefore

we omit the proof. O

Remark 11. By definition of ¢, (h € H), we need to compute u(TmH) before computing

uflm) by (40)-(44). When C + D has no transient states, on the other hand, ugm) (heH)
can be immediately obtained from (40)—(44) noting

qb(m)—nglm), m=0,1,....
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5. Conclusion

We extended the matrix analytic methods for bivariate Markov process {(U(t), S(t)); t > 0}
introduced in [7] to the case of reducible C + D. We first proved Lemma 3, which implies
that some known results for the boundary vector 4(0) of the stationary distribution is not
valid for reducible C' + D, when there exist more than one irreducible classes of states. We
then derived a formula for the LST of the stationary distribution applicable to the reducible
C + D in Section 4.1. Furthermore, we provided an efficient computational procedure of
the fundamental matrix @ and the moments of the stationary distribution.

Recall that the Markov process considered in this paper corresponds to the (censored)
workload processes in MAP/G/1 queues with various features (see Examples 1-A; 1-B, 2-
A, and 2-B in Section 2). Based on the results in this paper, we can obtain performance
measures of the corresponding queueing model such as the waiting time distribution and

the queue length distribution in a straightforward manner by following the discussion in [7]
and [8] for an ordinary MAP/G/1 queue.
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A. Non-Singularity of I — R*(s) for Reducible C + D

In this appendix we provide a brief proof that I — R*(s) (Re(s) > 0) is non-singular for
reducible C + D, as is the case of irreducible C + D. Note first that R*(s) takes the form

Ry(s) Ry,(s) Rrpy(s) --- Rypl(s)

H
O Ri(s O O
R'(s)=| O O  Ri(s) o |,
0, o O - Rys)

and its diagonal block matrices are given by

Ri(s) = / " expl(—sa) / " AD(y) exp(Quly — 2)).
Rj(s) = / " expl(—sa) / " ADu(y) exp(@uly — 1)), he.

Since C, + Dy, (h € H) is irreducible, we can verify that I, — R;(s) (Re(s) > 0) is non-
singular in the same way as in [9]. Furthermore, noting that C't + D denotes a defective
infinitesimal generator, we can prove that It — R} (s) (Re(s) > 0) is non-singular in the
same way as in [3, Appendix I]. Therefore, I — R*(s) (Re(s) > 0) is non-singular because
its diagonal block matrices are all non-singular. O

B. Proof of Lemma 3
We first consider the case that Y has two irreducible classes of states and no transient

states, i.e.,
(Y, O
(o 7))
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where Y'; and Y, denote irreducible infinitesimal generators. (26) is then rewritten to be
v = (Ul) , vpvn # 0 for some h € {1,2}.
Without loss of generality, we assume that y,vs # 0. We then define a 1 x M vector y as
—7iU
Yy = (’)’1, "72>
Y22

Y101
oU2

It then follows that

Yyv =701 — YUz = 0.

Therefore we have
ylva—Y) =0.

Since y # 0, va — Y is singular.
In the exactly same way, we can easily verify that va—Y is still singular for the general
case that Y has transient states and more than two irreducible classes. O]

C. Derivation of (36)
With uniformization at rate 6, we have

/OOOdDT(y)/DyeXp( QY exp(Quly — 1)) dt

= /OOO dDr(y) /Oy exp(—0t) exp(0(I + 07 Q1)) Q)
: eXp(—f)(y — 1)) exp(0(I), +07'Q,)(y — t))dt

Q’Ltz n)1i n 9]
:/ exp(—0y)dD(y / [IT+0—1Q(T)] QY- § —( i ) (I, +67'Q,) dt
0 ! :

J=0

_ZZ/ exp( deDT()/ye(:;]tm.j QJ(J! )dt

m=0 j7=0 _])
Iy + 071 QY IQY I + 071Q,),

where m = ¢ + j. Furthermore, calculating the integral with respect to ¢ using

/Oytm ]( )Jdt ](( m— j)! ym—&—l’

m+ 1)!

we obtain

/OoodDT( )/yexp(Q )QTheXp(Qh( B)dt

)m—i—l

- Z [ et D) B 0@ 0 QR T+ 071,
(36) now follows immediately.

Copyright (© by ORSJ. Unauthorized reproduction of this articleis prohibited.



EXTENS ON OF M/G/1-TYPE MARKOV PROCESSES 393

References

[1] M. H. Balter, C. Li, T. Osogami, A. Scheller-Wolf, and M. S. Squillante: Analysis of task
assignment with cycle stealing under central queue. Proceedings of the 23rd International
Conference on Distributed Computing Systems, (2003), 628—-637.

2] Q.-M. He: Queues with marked customers. Advances in Applied Probability, 28 (1996),
567-587.

[3] Y. Inoue and T. Takine: The FIFO single-server queue with disasters and multiple
Markovian arrival streams. Journal of Industrial and Management Optimization, 10
(2014), 57-87.

[4] D. M. Lucantoni, K. S. Meier-Hellstern, and M. F. Neuts: A single-server queue with
server vacations and a class of non-renewal arrival processes. Advances in Applied Prob-
ability, 22 (1990), 676-705.

[5] M. F. Neuts: Structured Stochastic Matrices of M/G/1 Type and Their Applications
(Marcel Dekker, New York, 1989).

6] L. D. Servi and S. G. Finn: M/M/1 queues with working vacations (M/M/1/WV).
Performance Evaluation, 50 (2002), 41-52.

[7] T. Takine: A continuous version of matrix-analytic methods with the skip-free to the
left property. Stochastic Models, 12 (1996), 673-682.

[8] T. Takine: Queue length distribution in a FIFO single-server queue with multiple arrival
streams having different service time distributions. Queueing Systems, 39 (2001), 349—
375.

[9] T. Takine: Matrix product-form solution for an LCFS-PR single-server queue with mul-
tiple arrival streams governed by a Markov chain. Queueing Systems, 42 (2002), 131-151.

[10] T. Takine: Single-server queues with Markov-modulated arrivals and service speed.
Queueing Systems, 49 (2005), 7-22.

[11] T. Takine and T. Hasegawa: The workload in the MAP/G/1 queue with state-
dependent services: Its application to a queue with preemptive resume priority. Stochas-
tic Models, 10 (1994), 183-204.

[12] H. C. Tijms: Stochastic Models, An Algorithmic Approach (Wiley, Chichester, 1994).

Yoshiaki Inoue

Graduate School of Engineering, Osaka University
2-1 Yamadaoka, Suita, Osaka 565-0871, Japan
E-mail: y-inoue@post.comm.eng.osaka-u.ac. jp

Copyright (© by ORSJ. Unauthorized reproduction of this articleis prohibited.



