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Abstract We consider an unconstrained minimization reformulation of the generalized complementarity
problem GCP(f, g) when the underlying functions f and g are H-differentiable. We describe H-differentials
of some GCP functions based on the min function and the penalized Fischer-Burmeister function, and their
merit functions. Under appropriate semimonotone (E0), strictly semimonotone (E) regularity-conditions
on the H-differentials of f and g, we show that a local/global minimum of a merit function (or a ‘stationary
point’ of a merit function) is coincident with the solution of the given generalized complementarity problem.
When specialized GCP(f, g) to the nonlinear complementarity problems, our results not only give new
results but also extend/unify various similar results proved for C1, semismooth, and locally Lipschitzian.
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1. Introduction

In this article, we consider the nonsmooth generalized complementarity problem, denoted
by the GCP(f, g), which is to find x̄ ∈ Rn satisfying the conditions

g(x̄) ≥ 0 , f(x̄) ≥ 0 and 〈f(x̄), g(x̄)〉 = 0 (1.1)

where f : Rn → Rn and f : Rn → Rn are given H-differentiable functions not necessarily
locally Lipschitzian nor directionally differentiable. For the applications, numerical methods
and formulation of GCP(f, g), see [16, 17], and the references cited therein. If g(x) = x−T (x)
with some T : Rn → Rn, then GCP(f, g) is known as the quasi/implicit complementarity
problem, see e.g., [17, 24, 25]. Also, if g(x) = x, then GCP(f, g) reduces to the nonlinear
complementarity problem NCP(f). By taking in NCP(f) f(x) = Mx + q with M ∈ Rn×n

and a vector q ∈ Rn, then NCP(f) is called a linear complementarity problem LCP(M, q).
These problems have many interesting applications in optimization, engineering, eco-

nomics and other areas has been well documented in the literature, see e.g., [4, 10, 15], and
the references therein.

Andreani et al. [1] formulated the GCP(f, g,K) where K is a nonempty closed convex
cone as an equivalent bound-constrained smooth optimization problem in the sense that
a global minimizer with zero objective function value is a solution of the GCP. Also An-
dreani et al. [1] established conditions for proving that stationary points of the minimization
problems are global minimizers and, consequently, solutions of the GCP. An unconstrained
minimization reformulation of the GCP is considered such that the merit function is differ-
entiable when K = Rn

+ in [18, 20] and K is a cone in [38].
In this paper, we study a nonsmooth generalized complementarity problem GCP(f, g)

when the underlying functions f and g are H-differentiable (not necessarily locally Lip-
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Nonsmooth Generalized Complementarity Problems 13

schitzian/ directionally differentiable). Our approach is to reformulate GCP(f, g) as an
unconstrained optimization problem through some merit function. We construct a merit
function via a GCP function φ : R2 → R :

φ(a, b) = 0 ⇔ ab = 0, a ≥ 0, b ≥ 0.

For the problem GCP(f, g), we define

Φ(x) =
[

φ(f1(x), g1(x)) . . . φ(fi(x), gi(x)) . . . φ(fn(x), gn(x))
]T

(1.2)

and, we call Φ(x) a GCP function for GCP(f, g). A function Ψ : Rn → [0,∞) is said to be a
merit function for GCP(f, g) provided that the global minima of Ψ are coincident with the
solutions of the original GCP(f, g). We consider a GCP function Φ : Rn → Rn associated
with GCP(f, g) and its merit function

Ψ(x) :=
1

2
||Φ(x)||2, (1.3)

so that

x̄ solves GCP(f, g) ⇔ Φ(x̄) = 0 ⇔ Ψ(x̄) = 0.

The organization of the paper is as follows. We state some basic definitions and prelimi-
nary results. We describe H-differentials of some GCP functions based on the min-function
and the penalized Fischer-Burmeister function, and their merit functions. We show that un-
der appropriate semimonotone (E0), strictly semimonotone (E) regularity-conditions on the
H-differentials of f and g, local/global minimum of a merit function (or a ‘stationary point’
of a merit function) based on the min function and the penalized Fischer-Burmeister function
coincides with the solution of the given generalized complementarity problem. Also, we con-
sider GCP functions on the basis of the min-function and the penalized Fischer-Burmeister
function which seem to be new.

Moreover, when specialized GCP(f, g) to the nonlinear complementarity problems, our
results not only give new results but also extend/unify various similar results proved for C1,

semismooth, and locally Lipschitzian [2, 7, 19, 21].

2. Preliminaries

Throughout this paper, vector inequalities are interpreted componentwise. We regard vec-
tors in Rn as column vectors. For a vector x ∈ Rn, xi denotes the i-th component of x; x+

denotes the vector with components max{0, xi}, 1 ≤ i ≤ n. Inequalities such as x ≥ 0 and
x ≥ 0, min{x, y}, and

√
x are defined componentwise. For a matrix A, Ai denotes the i-th

row of A. A diagonal matrix is a square matrix in which the entries outside the main diago-
nal are all zero and denoted diag(a1, · · · , an) = diag(ai) ∀i = 1, · · · , n, the diagonal entries
themselves may or may not be zero. We denote the inner-product between two vectors x

and y in Rn by either xT y or 〈x, y〉. For a differentiable function f : Rn → Rm, ∇f(x̄)
denotes the Jacobian matrix of f at x̄. For a set E ⊆ Rn, coE denotes the convex hull of
E and co E denotes the closure of coE.

We need the following definition from [4].

Definition 2.1. A matrix A ∈ Rn×n is called
(a) P0 (P) if ∀x ∈ Rn, x 6= 0, there exists i such that xi 6= 0 and xi (Ax)i ≥ 0 (> 0).
Equivalently, every principle minor of A is nonnegative (respectively, positive). (A typical
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14 M.A. Tawhid

principle minor of A is given by the determinant of the principle submatrix Aαα where
α ⊆ {1, 2, · · · , n}.)
(b) semimonotone (E0) (strictly semimonotone (E)) if

∀x ∈ Rn
+, x 6= 0, there exists i such that xi (Ax)i ≥ 0 (> 0).

Definition 2.2. For a function f : Rn → Rn, we say that f is a
(i) monotone if

〈f(x) − f(y), x − y〉 ≥ 0 for all x, y ∈ Rn.

(ii) P0(P)-function if, for any x 6= y in Rn,

max
{i:xi 6=yi}

(x − y)i[f(x) − f(y)]i ≥ 0 (> 0). (2.1)

We note that every monotone (strictly monotone) function is a P0(P)-function.
H-differentiability and H-differentials

In [14], the authors introduced the concepts of the H-differentiability and H-differential
for a function f : Rn → Rn. They showed that the Fréchet derivative of a Fréchet differ-
entiable function, the Clarke generalized Jacobian of a locally Lipschitzian function [3], the
Bouligand subdifferential of a semismooth function [22, 26, 28], and the C-differential of a
C-differentiable function [27] are instances of H-differentials.

These concepts give useful and unified treatments for many problems when the under-
lying functions are not necessarily locally Lipschitzian or semismooth (see e.g., [12–14, 30,
32, 33, 36, 37]).

We first recall the following definition and examples from [14].
Definition 2.3. Given a function f : Ω ⊆ Rn → Rm where Ω is an open set in Rn and
x∗ ∈ Ω, we say that a nonempty subset Tf (x

∗) of Rm×n is an H-differential of f at x∗ if
for every sequence {xk} ⊆ Ω converging to x∗, there exist a subsequence {xkj} and a matrix
A ∈ Tf (x

∗) such that

f(xkj) − f(x∗) − A(xkj − x∗) = o(||xkj − x∗||). (2.2)

We say that f is H-differentiable at x∗ if f has an H-differential at x∗.
A useful equivalent definition of an H-differential Tf (x

∗) is: For any sequence xk :=
x∗ + tkd

k with tk ↓ 0 and ||dk|| = 1 for all k, there exist convergent subsequences tkj
↓ 0 and

dkj → d, and A ∈ Tf (x
∗) such that

lim
j→∞

f(x∗ + tkj
dkj) − f(x∗)

tkj

= Ad.

Example 1 (Fréchet differentiability)
Let F : Rn → Rm be Fréchet differentiable at x∗ ∈ Rn with Fréchet derivative matrix (=
Jacobian matrix derivative) {∇F (x∗)} such that

F (x) − F (x∗) −∇F (x∗)(x − x∗) = o(||x − x∗||).

Then F is H-differentiable with {∇F (x∗)} as an H-differential.
Example 2 (Locally Lipschitzian function)
Let F : Ω ⊆ Rn → Rm be locally Lipschitzian at each point of an open set Ω. For x∗ ∈ Ω,
define the Bouligand subdifferential of F at x∗ by

∂BF (x∗) = {lim∇F (xk) : xk → x∗, xk ∈ ΩF}
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Nonsmooth Generalized Complementarity Problems 15

where ΩF is the set of all points in Ω where F is Fréchet differentiable. Then, the (Clarke)
generalized Jacobian [3]

∂F (x∗) = co∂BF (x∗)

is an H-differential of F at x∗.
Example 3 (Semismooth function)
Consider a locally Lipschitzian function F : Ω ⊆ Rn → Rm that is semismooth at x∗ ∈ Ω
[22, 26, 28]. This means for any sequence xk → x∗, and for Vk ∈ ∂F (xk),

F (xk) − F (x∗) − Vk(x
k − x∗) = o(||xk − x∗||).

Then the Bouligand subdifferential

∂BF (x∗) = {lim∇F (xk) : xk → x∗, xk ∈ ΩF}
is an H-differential of F at x∗. In particular, this holds if F is piecewise smooth, i.e., there
exist continuously differentiable functions Fj : Rn → Rm such that

F (x) ∈ {F1(x), F2(x), . . . , FJ(x)} ∀x ∈ Rn.

Example 4 (C-differentiability)
Let F : Rn → Rn be C-differentiable [27] in a neighborhood D of x∗. This means that
there is a compact upper semicontinuous multivalued mapping x 7→ T (x) with x ∈ D and
T (x) ⊂ Rn×n satisfying the following condition at any a ∈ D: For V ∈ T (x),

F (x) − F (a) − V (x − a) = o(||x − a||).
Then, F is H-differentiable at x∗ with T (x∗) as an H-differential.

Remarks.
• Any superset of an H-differential is an H-differential, H-differentiability implies continuity,
and H-differentials enjoy simple sum, product and chain rules, see [30].
• The authors in [37] noted that if a function f : Ω ⊆ Rn → Rm is H-differentiable at a
point x̄, then there exist a constant L > 0 and a neighbourhood B(x̄, δ) of x̄ with

||f(x) − f(x̄)|| ≤ L||x − x̄||, ∀x ∈ B(x̄, δ). (2.3)

Conversely, if condition (2.3) holds, then Tf (x̄) := Rm×n can be taken as an H-differential
of f at x̄. We thus have, in (2.3), an alternate description of H-differentiability.
Clearly any function locally Lipschitzian at x̄ will satisfy (2.3). For real valued functions,
condition (2.3) is known as the ‘calmness’ of f at x̄ (see [29], Chapter 8).
• While the Fréchet derivative of a differentiable function, the Clarke generalized Jacobian
of a locally Lipschitzian function [3], the Bouligand differential of a semismooth function
[26], and the C-differential of a C-differentiable function [27] are particular instances of H-
differential, the following simple example, is taken from [12], shows that an H-differentiable
function need not be locally Lipschitzian nor directionally differentiable. Consider on R,

f(x) = x sin

(

1

x

)

for x 6= 0 and f(0) = 0.

Then f is H-differentiable on R with

Tf (0) = [−1, 1] and Tf (c) =

{

sin

(

1

c

)

− 1

c
cos

(

1

c

)}

for c 6= 0.

We note that f is not locally Lipschitzian around zero. We also see that f is neither Fréchet
differentiable nor directionally differentiable.
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16 M.A. Tawhid

3. Main Results

3.1. H-differentials of some GCP functions associated with H-differentiable
functions

In this section, we compute the H-differentials of some GCP functions based on the min
function and the penalized Fischer-Burmeister function.

Theorem 3.1. For H-differentiable functions f : Rn → Rn and g : Rn → Rn, consider the
GCP function

Φ(x) = min{f(x), g(x)}. (3.1)

Then Φ has an H-differential at x̄ given by

TΦ(x̄) = {V A + WB : A ∈ Tf (x̄), B ∈ Tg(x̄), V = diag(vi),W = diag(wi), with vi, wi ∈ {0, 1},
V + W = I} .

(3.2)

Proof. To see this claim, let xk → x̄. By the H-differentiability of f and g, there exist a
subsequence of {xk}, which we continue to write as {xk} for simplicity, a matrix A ∈ Tf (x̄)
and B ∈ Tg(x̄) such that f(xk)−f(x̄)−A (xk− x̄) = o(||xk− x̄||) and g(xk)−g(x̄)−B (xk−
x̄) = o(||xk − x̄||), respectively. By considering a suitable subsequence, if necessary, we may
write {1, · · · , n} as a disjoint union of sets α and β where

α = {i : Φi(x
k) = fi(x

k) ∀ k} and β = {i : Φi(x
k) = gi(x

k) ∀ k}.

Put

vi =

{

1 if i ∈ α

0 if i ∈ β
, wi =

{

0 if i ∈ α

1 if i ∈ β
,

V = diag(vi), W = diag(wi), and C := V A + WB.

We show that Φ(xk) − Φ(x̄) − C(xk − x̄) = o(||xk − x̄||). To see this, we fix an index j and
show that Φj(x

k)−Φj(x̄)− [C(xk − x̄)]j = o(||xk − x̄||). Let j = 1 (for simplicity). We have
two cases:
Case (1): 1 ∈ α.

[

Φ(xk) − Φ(x̄) − (V A + WB)(xk − x̄)
]

1
= f1(x

k) − f1(x̄) − [V A(xk − x̄)]1
−[WB(xk − x̄)]1 =

[

f(xk) − f(x̄) − A (xk − x̄)
]

1
= o(||xk − x̄||).

Case (2): 1 ∈ β. It is easy to verify that Φ1(x
k)−Φ1(x̄)− [C(xk − x̄)]1 = o(||xk − x̄||). This

proves the above claim.

Theorem 3.2. The following GCP function is based on the so-called the penalized Fischer-
Burmeister function [2]

Φλ(x) := λ[f(x) + g(x) −
√

f(x)2 + g(x)2] + (1 − λ)f(x)+ g(x)+ (3.3)

where x+ = max{0, x} and λ ∈ (0, 1) is a fixed parameter. Let

J(x̄) = {i : fi(x̄) = 0 = gi(x̄)} and K(x̄) = {i : fi(x̄) > 0, gi(x̄) > 0}.

Then Φλ in (3.3) has an H-differential at x̄ given by is given by

TΦ(x̄) = {V A + WB : (A,B, V,W, d) ∈ Γ},
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Nonsmooth Generalized Complementarity Problems 17

where Γ is the set of all quintuples (A,B, V,W, d) with A ∈ Tf (x̄), B ∈ Tg(x̄), ||d|| = 1,
V = diag(vi) and W = diag(wi) are diagonal matrices with

vi =







































λ

(

1 − fi(x̄)√
fi(x̄)2+gi(x̄)2

)

+ (1 − λ)gi(x̄) when i ∈ K(x̄)

λ

(

1 − Aid√
(Aid)2+(Bid)2

)

when i ∈ J(x̄) and (Aid)2 + (Bid)2 > 0

λ

(

1 − fi(x̄)√
fi(x̄)2+gi(x̄)2

)

when i 6∈ J(x̄) ∪ K(x̄)

arbitrary when i ∈ J(x̄) and (Aid)2 + (Bid)2 = 0,

(3.4)

wi =







































λ

(

1 − gi(x̄)√
fi(x̄)2+gi(x̄)2

)

+ (1 − λ)fi(x̄) when i ∈ K(x̄)

λ

(

1 − Bid√
(Aid)2+(Bid)2

)

when i ∈ J(x̄) and (Aid)2 + (Bid)2 > 0

λ

(

1 − gi(x̄)√
fi(x̄)2+gi(x̄)2

)

when i 6∈ J(x̄) ∪ K(x̄)

arbitrary when i ∈ J(x̄) and (Aid)2 + (Bid)2 = 0.

Proof. The proof is a straightforward calculation.
Remark. The calculation in Theorem 3.2 relies on the observation that the following is
an H-differential of the one variable function s 7→ s+ at any s̄:

∆(s̄) =







{1} if s̄ > 0
{0, 1} if s̄ = 0
{0} if s̄ < 0.

The following theorem from [37] describes the H-differential of Ψ := 1
2
||Φ||2 where Φ is

H-differentiable.

Theorem 3.3. Suppose Φ : Rn → Rn is H-differentiable at x̄ with TΦ(x̄) as an H-
differential. Then Ψ : Rn → R, Ψ := 1

2
||Φ||2 is H-differentiable at x̄ with an H-differential

given by

TΨ(x̄) = {Φ(x̄)T
C : C ∈ TΦ(x̄)}.

3.2. Minimizing the merit function

In this section, we consider GCP function Φ and the corresponding merit function Ψ =
1
2
||Φ||2 when the underlying functions f and g are H-differentiable. It should be recalled

that

Ψ(x̄) = 0 ⇔ Φ(x̄) = 0 ⇔ x̄ solves GCP(f, g).

We show that under appropriate conditions on the functions f and g, and their H-differentials,
a vector x̄ is a solution of the GCP(f, g) if and only if zero belongs to the set TΨ(x̄).

3.2.1. Minimizing the merit function under regularity (strict regularity) con-
ditions

We will minimize the merit function under regularity (strict regularity) conditions. But
first we need to generalize the concept of a regular (strictly regular) point [5, 9, 21, 23]. For
more details about the concept of a regular (strictly regular) vector, see the recent excellent
monographs [8].
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18 M.A. Tawhid

For given H-differentiable functions f and g, and x̄ ∈ Rn, we define the following subsets
of I = {1, 2, . . . , n}.

C(x̄) := {i ∈ I : fi(x̄) ≥ 0, gi(x̄) ≥ 0, fi(x̄)gi(x̄) = 0}, R(x̄) := I\C(x̄),
P(x̄) := {i ∈ R(x̄) : fi(x̄) > 0, gi(x̄) > 0}, N (x̄) := R(x̄)\P(x̄).

Definition 3.1. Consider f , g, x̄, and the index sets as above. Let Tf (x̄) and Tg(x̄) be H-
differentials of f and g at x̄, respectively. Further, suppose that Tg(x̄) consists of nonsingular
matrices. Then the vector x̄ ∈ Rn is called a relatively regular (strictly regular) point of f

and g with respect to Tf (x̄) and Tg(x̄) if for every nonzero vector z ∈ Rn such that

zC = 0, zP > 0, zN < 0, (3.5)

there exists a vector s ∈ Rn such that

sP ≥ 0, sN ≤ 0, sR 6= 0, and (3.6)

sT (AB−1)T z ≥ 0 (> 0) for all A ∈ Tf (x̄), B ∈ Tg(x̄). (3.7)

Remark. When f is C1 and g(x) = x (in which case we can let Tf (x̄) = {∇f(x̄)}), if
∇f(x̄) is a positive semidefinite matrix, we can choose s = z and directly obtained from
Definition 3.1 that x̄ is a regular vector.

In the following theorem, the proof under a relatively strictly regular point is similar to
a relatively regular point, we omit the proof under a relatively strictly regular point.

Theorem 3.4. Suppose f : Rn → Rn and g : Rn → Rn are H-differentiable at x̄ with
H-differentials, respectively, by Tf (x̄) and Tg(x̄). Let Φ be a GCP function satisfying the
following conditions:

i ∈ P(x̄) ⇒ Φi(x̄) > 0,
i ∈ N (x̄) ⇒ Φi(x̄) < 0,
i ∈ C(x̄) ⇒ Φi(x̄) = 0.

(3.8)

Suppose Ψ is H-differentiable with an H-differential given by

TΨ(x̄) = {Φ(x̄)T [V A + WB] : A ∈ Tf (x̄), B ∈ Tg(x̄), V = diag(vi),
W = diag(wi), with vi > 0, wi > 0(≥ 0) whenever Φ(x̄)i 6= 0}. (3.9)

Further suppose that Tg(x̄) consists of nonsingular matrices. Then 0 ∈ TΨ(x̄) and x̄ is a
relatively regular point (respectively, a relatively strictly regular point) if and only if x̄ solves
GCP(f, g).

Proof. The ‘if’ part of the theorem follows easily from the definitions. Now let us prove
the ‘only if’ part of the theorem. Suppose that 0 ∈ TΨ(x̄) and x̄ is a relatively regular point.
Then for some

Φ(x̄)T [V A + WB] ∈ TΨ(x̄),

0 = Φ(x̄)T
V A + Φ(x̄)T

WB. (3.10)

Take the transpose of (3.10), we get

AT V T Φ(x̄) + BT W T Φ(x̄) = AT z + BT y = 0 (3.11)

where z = V T Φ(x̄) and y = W T Φ(x̄).
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Nonsmooth Generalized Complementarity Problems 19

Since Tg(x̄) consists of nonsingular matrices, simple calculations (3.11) becomes

CT z + y = 0 where C := AB−1. (3.12)

Now, for any s ∈ Rn, (3.12) yields

sT CT z + sT y = 0. (3.13)

We claim that Φ(x̄) = 0. Assume the contrary that x̄ is not a solution of GCP(f, g). Then
R 6= ∅ and zC = 0, zP > 0, zN < 0. Since x̄ is a relatively regular point, and y and z have
the same sign, by taking a vector s ∈ Rn satisfying (3.6) and (3.7), we have

sT CT z ≥ 0 (3.14)

and
sT y = sT

C yC + sT
PyP + sT

NyN > 0. (3.15)

Clearly (3.14) and (3.15) contradict (3.13). Hence x̄ is a solution to GCP(f, g).
Remark. The GCP functions in theorems 3.1-3.2 satisfy the conditions in Theorem 3.4 so
we can state Theorem 3.4 for GCP functions in theorems 3.1-3.2.

Now we will minimize the merit function under semimonotone(E0) and strictly semi-
monotone (E)-conditions.

3.2.2. Minimizing the merit function under semimonotone(E0)-conditions

Before stating the results of this subsection, we call a vector x̄ is said to be feasible (strictly
feasible) for GCP(f, g) if f(x̄) ≥ 0 (> 0), and g(x̄) ≥ 0 (> 0). In the following theorem we
will minimize the merit function under E0(E)-conditions. Since the proof of the following
theorem under E0-conditions will be similar to the proof under E-conditions, we will give
only the proof under E0-conditions .
Theorem 3.5. Suppose f, g : Rn → Rn are H-differentiable at x̄ with H-differentials,
respectively, by Tf (x̄) and Tg(x̄). Suppose Φ is a GCP function of f and g. Assume that
Ψ := 1

2
||Φ||2 is H-differentiable at x̄ with an H-differential given by

TΨ(x̄) = {Φ(x̄)T [V A + WB] : A ∈ Tf (x̄), B ∈ Tg(x̄), V = diag(vi), and
W = diag(wi), with vi > 0, wi > 0(≥ 0) whenever Φi(x̄) 6= 0}.

Further suppose that x̄ is a strictly feasible point(respectively, feasible point) of GCP(f, g)
and Φi(x̄) > 0, Tg(x̄) consists of nonsingular matrices, and S(x̄) consists of E0(E)-matrices
where S(x̄) := {AB−1 : A ∈ Tf (x̄), B ∈ Tg(x̄)} . Then 0 ∈ TΨ(x̄) ⇔ Φ(x̄) = 0.

Proof. Suppose 0 ∈ TΨ(x̄). Then , so that for some Φ(x̄)T [V A + WB] ∈ TΨ(x̄),

0 = Φ(x̄)T
V A + Φ(x̄)T

WB

yielding
AT y + BT z = 0 (3.16)

where y = V T Φ(x̄) and z = W T Φ(x̄). Since Tg(x̄) consists of nonsingular matrices, (3.16)
becomes

CT y + z = 0 where C := AB−1.

Since x̄ is a strictly feasible point to GCP(f, g), Φi(x̄) > 0, then for any index i, Φi(x̄) 6=
0 ⇔ 0 < yi 6= 0 (because y = V Φ(x̄) and viwi > 0 when Φi(x̄) 6= 0) in which case
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yi(C
T y)i = −viwi[Φi(x̄)]2 < 0 contradicting the E0-property of C. We conclude that Φ(x̄) =

0. Conversely, if Φ(x̄) = 0, then TΨ(x̄) = {0} by the description of TΨ(x̄).
Remark. We note that the GCP functions of Theorems 3.1-3.2 satisfy the conditions of
Theorem 3.5, thus we can state Theorem 3.5 for GCP functions in Theorems 3.1-3.2.

Before we state the next results, we recall a definition from [31].
Definition 3.2. Consider a nonempty set C in Rn×n. We say that a matrix A is a row
representative of C if for each index i = 1, 2, . . . , n, the ith row of A is the ith row of
some matrix C ∈ C. We say that C has the row-P0-property (row-P-property) if every row
representative of C is a P0-matrix (P-matrix). We say that C has the column-P0-property
(column-P-property) if CT = {AT : A ∈ C} has the row-P0-property (row-P-property).

When specialized GCP(f, g) to the nonlinear complementarity problems, we state the
next result for the penalized Fischer-Burmeister function Φ. It is possible to state a very
general result for any NCP function Φ. For simplicity, we avoid dealing in such a generality.
Theorem 3.6. Suppose f : Rn → Rn is H-differentiable at x̄ with an H-differential T (x̄)
which is compact and having the row-P0-property. Let Φ be the penalized Fischer-Burmeister
function as in Theorem 3.2 and Ψ := 1

2
||Φ||2. Let TΦ(x̄) and TΨ(x̄) be as in Theorem 3.2

and Theorem 3.3. Then the following are equivalent:
(a) x̄ is a local minimizer of Ψ.

(b) 0 ∈ co TΨ(x̄).

(c) Φ(x̄) = 0, i.e., x̄ solves NCP(f).
Proof. The proof is similar to that of Theorem 8 in [37].

We now state consequences of the above theorems for the penalized Fischer-Burmeister
function (for the sake of simplicity).
Corollary 3.1. Let f : Rn → Rn be differentiable and Φ(x) be the penalized Fischer-
Burmeister function and Ψ(x) = 1

2
||Φ||2. Then the equivalence

x̄ is a local minimizer to Ψ if and only if x̄ solves NCP(f)
holds under each of the following conditions.

(a) f is monotone function.

(b) f is P0-function.
This corollary is seen from the above theorem by taking T (x̄) = {∇f(x̄)}. If we assume

the continuous differentiability of f in the above corollary, we get the following result: For a
continuously differentiable P0-function f , every stationary point of Ψ solves NCP(f). (This
is because, when f is C1, Ψ becomes continuously differentiable, the proof of this statement
is similar to that of Prop. 3.4 in [6].)
Corollary 3.2. Let f : Rn → Rn be locally Lipschitzian. Let Φ be the penalized Fischer-
Burmeister function and Ψ(x̄) = 1

2
||Φ||2. If ∂Bf(x̄) has the row-P0-property, then

0 ∈ ∂Ψ(x̄) ⇔ Ψ(x̄) = 0.

Proof. By Corollary 1 in [37], every matrix in ∂f(x̄) = co ∂Bf(x̄) is a P0-matrix and noting
∂Ψ(x) ⊆ TΨ(x) for all x. Now we have the stated equivalence.
Remark The above corollary might be especially useful when the function f is piecewise
smooth in which case ∂Bf(x̄) consists of a finite number of matrices.
Theorem 3.7. Suppose f : Rn → Rn and g : Rn → Rn are H-differentiable at x̄ with
H-differentials, respectively, by Tf (x̄) and Tg(x̄). Let Φ be a GCP function satisfying the
conditions in (3.8). Suppose Ψ is H-differentiable with an H-differential given by

TΨ(x̄) = {Φ(x̄)T [V A + WB] : A ∈ Tf (x̄), B ∈ Tg(x̄), V = diag(vi),
W = diag(wi), with vi > 0, wi ≥ 0 whenever Φ(x̄)i 6= 0}. (3.17)
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Further suppose that Tg(x̄) consists of nonsingular matrices and S(x̄) as described in Theo-
rem 3.4 has the column-P-property. Then

0 ∈ TΨ(x̄) if and only if x̄ solves GCP(f, g).

Proof. In view of Theorem 3.4, it is enough to show x̄ is a relatively strictly regular point.
To see this, let v be a nonzero vector satisfying (3.5). Since S(x̄) has the column-P-property,
by Theorem 2 in [31], there exists an index j such that vj

[

CT v
]

j
> 0 ∀C ∈ S(x̄). Choose

s ∈ Rn so that sj = vj and si = 0 for all i 6= j. Then

sT CT v = vj

[

CT v
]

j
> 0 ∀C ∈ S(x̄).

Hence x̄ is a relatively strictly regular point.
For penalized Fischer-Burmeister function, when f and g are C1 (in which case we can

let Tf (x̄) = {∇f(x̄)}) and Tg(x̄) = {∇g(x̄)}), the above result reduces to the following
Corollary.
Corollary 3.3.(a) Let f, g : Rn → Rn be continuously differentiable and Φ(x) be the penal-

ized Fischer-Burmeister function and Ψ(x) = 1
2
||Φ||2. Let x̄ be a stationary point of Ψ

such that ∇g(x̄) is nonsingular and ∇f(x̄)∇g(x̄)−1 is P0-matrix. Then x̄ is a solution
of GCP(f, g).

(b) Let f : Rn → Rn be continuously differentiable and Φ(x) be the penalized Fischer-
Burmeister function and Ψ(x) = 1

2
||Φ||2. Let x̄ be a stationary point of Ψ and ∇f(x̄) is

P0-matrix. Then x̄ is a solution of NCP(f).
If g(x) = x in part(a) Corollary 3.3, GCP(f, g) reduces to NCP(f) and part(a) result

reduces to part(b).
Concluding Remarks This paper is considered as a continuation of [34]. In this paper,
we give the sufficient conditions on the functions f and g so that we can guarantee that
stationary points of the merit function solve the GCP(f, g). For continuously differentiable
functions, the nonsingularity of Tg = {∇g} is very important in an algorithmic point of
view and studying the error bounds for GCP(f, g), please see examples in [1, 20, 38–41]
where Tg = {∇g} consists of nonsingular matrices.

We considered a generalized complementarity problem corresponding to H-differentiable
functions, with an associated GCP function Φ and a merit function Ψ(x) = 1

2
||Φ||2, while

in [35] the author considered the merit function Ψ(x̄) :=
∑n

i=1 Φi(x̄) where the associated
GCP function Φ need to be nonnegative and have certain properties.

In this article, we showed under certain semimonotone (E0), strictly semimonotone (E),
and regularity conditions the global/local minimum or a stationary point of Ψ is a so-
lution of GCP(f, g). For generalized complementarity problem based on the penalized
Fischer-Burmeister function, our results give various results for generalized complementarity
problem when the underlying functions are continuously differentiable (locally Lipschitzian,
semismooth, and directionally differentiable) functions. For example, we have the following:
• When f and g are C1 in which case Tf (x̄) = {∇f(x̄)} and Tg(x̄) = {∇g(x̄)}, our results

will be true when the underlying functions are C1.

• When f is C1 and g(x) = x (in which case we can let Tf (x̄) = {∇f(x̄)}), GCP(f, g)
reduces to nonlinear complementarity problem NCP(f) and the results of this paper will
be valid for NCP(f).

• In view of Example 3, if f is locally Lipschitzian with Tf (x̄) = ∂f(x̄) and g(x) = x, our
results will be applicable to NCP(f) when the underlying data are locally Lipschitzian.
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To the best of our knowledge, solving GCP(f, g) on the basis of penalized Fischer-Burmeister
function seems to be new.
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