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Abstract  We consider a two machine 3 step re-entrant line, with an infinite supply of work. We assume
that processing times are exponentially distributed. We show that this system is stable under LBFS priority
policy.
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1. Introduction

We consider a production system with two machines, and a 3 step production process, where
each part is processed first by machine one for the first step, then by machine two for the
second step, and finally again by machine one for the third step, before leaving the system.
The processing times for each of the 3 steps are independent sequences of independent
identically distributed random variables, with means m; and rates u; = 1/m;, i = 1,2, 3.
This system is the simplest example of a re-entrant line (as defined by Kumar [10]), which
in turn is a special case of a multi-class queueing network (as described by Harrison [8]).
This particular system has previously been studied in [3,5,9, 14].

It is known that if parts arrive at this system in a renewal stream, at rate «, then under
the condition p; = a(my +mg3) < 1, p, = amy < 1 the queues of parts waiting for each step
are stable, and in fact the system is positive Harris recurrent, for any work conserving policy
(Dai and Weiss [5]). It is also known that any re-entrant line with p; = o, m; < 1,
i = 1,...,1 (where the consecutive processing steps are k = 1,..., K, and steps k € C;
are performed at machine i) has stable queues, and is positive Harris recurrent, under the
LBFS (Last Buffer First Served) policy (Kumar and Kumar [11] and Dai and Weiss [5]).

If however the arrival rate « is high enough to equal the bottleneck processing rate,
i.e. max{a(m; + ms),amy} = 1, then the system is not stable: As time increases, the
queue length at some of the buffers will = oco. Thus such a system cannot work at a rate
max{py, po} = 1, without accumulating unbounded queues.

In this note we consider a different situation, which is typical of manufacturing systems.
We assume that there is an infinite supply of work available, so that there are always parts
ready for processing step 1. In that case machine 1 will always be busy. We investigate the
stability of this system under LBFS policy. In particular we show that if m; + mgz > my
then under LBFS policy machine 1 will work all the time (that is we will have p; = 1), but
the queues for steps 2,3 will be stable, and the system will be positive recurrent. This result
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has some practical applications in job-shop scheduling heuristics, for further explanations
and numerical experiments see [12,13, 15].

For simplicity we assume in this note that all the processing times are exponentially
distributed.

2. The Two Machine 3 Buffer Re-entrant Line with Virtual Infinite Queue in
Buffer 1, and with Exponential Processing Times

Our re-entrant line manufacturing system is described schematically in Figure 1. Processing

@\\

machine 1 machine 2

=0

Figure 1: A 2 machine 3 step system, with virtual infinite buffer

times at step i are i.i.d exponentially distributed with mean m;, rate y; = 1/m;, fori =1,2,3
and the three sequences are independent. Without loss of generality we scale time so that
p + po + pz = 1.

There are always parts available for processing of step 1. When parts finish processing
step 1 by machine 1, they queue in buffer 2 where they remain until they are processed by
machine 2 for step 2, and then they move to buffer 3, where they remain until they are
processed by machine 1 for step 3, at which time they leave the system. Each buffer is
processed in FIFO order. Processing is non-idling, that is a machine will always process a
part when there is work. We assume that machine 1 gives preemptive priority to buffer 3:
Whenever there are parts in buffer 3, machine 1 will work on the first of them. When
buffer 3 empties, machine 1 will immediately resume processing of a part in step 1. This is
possible by the assumption that there is an infinite supply of work. We can think of it as
if buffer 1 has an infinite queue of parts waiting for step 1. We call such a buffer a virtual
infinite queue. The queue is virtual because in practice buffer 1 need not contain many
parts, but it needs to be monitored so it will never be empty. If during the processing of
step 1 a part arrives from buffer 2 into buffer 3, machine 1 will preempt its work at buffer 1,
and immediately start processing buffer 3.

Since the processing times are exponential we can describe this system as a discrete
state continuous time Markov jump process, with the state given by the number of parts in
buffers 2,3, denoted ns, ng. The state of the system at time ¢ is X (¢) = (ng, n3),t > 0. The
transition rates of X (¢) are presented in Figure 2. They are:

(ng,n3) — (ng —1,n3+ 1) at rate py, ng >0
(ng,n3) — (n2,n3 —1) at rate p3, mnzg >0 (2.1)
(n2,0) — (ng+1,0) at rate py, ny >0
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Figure 2: Transition rates for the Markovian states of the re-entrant system

The sample paths of this Markov system evolve as follows: Whenever ng = 0 parts are
processed out of buffer 1 and ny increases until machine 2 completes the processing of a part
out of buffer 2, at which time the state is (ny — 1, 1), and machine 1 switches to buffer 3.
While buffer 3 is not empty, parts arrive at buffer 3 from buffer 2 at rate py and depart
out of buffer 3 at rate usz, so buffer 3 behaves like an M/M/1 queue, except that the total
number of arrivals into buffer 3 cannot exceed n,. Thus machine 1 stays at buffer 3 for a
truncated busy period of an M/M/1 queue: either the busy period ends before buffer 2 runs
out of parts, or buffer 2 empties first, and then machine 2 will idle while machine 1 will
complete the processing of all remaining parts in buffer 3. Note that in the latter case the
system will arrive at state (0,0), and the next transition will be to (1,0).

The dependence of the likely behavior of sample paths on the parameters is of interest:

Consider first the case my > my + m3. Jobs can enter buffer 3 out of buffer 2 at a rate
which must be < iy = 1/my. Hence, machine 1 will under LBFS be processing parts out
of buffer 3 at a rate not exceeding ps = 1/ms, and so the long term fraction of time that
machine 1 will be processing buffer 3 will not exceed poms = 2—; Therefore machine 1 will

be processing parts out of buffer 1 a fraction of time > 1 — 7 and so parts will be leaving
buffer 1 and entering buffer 2 at a rate > i (1—72). But piy (1 —72) — pp = #2200 > () if

mso > my+ms. Hence buffer 2 will fill up at a rate > 0. Hence almost surely for each sample
path of the process there will be a finite time after which buffer 2 will never be empty again.
Following that finite time, both buffer 1 and buffer 2 will have unlimited supply of work,
and so both machines 1 and 2 will work all the time. Buffer 3 will behave line an M/M/1
queue with arrival rate us and service rate 3, and machine 1 will work on buffer 1 in the
idle periods of buffer 3. In practice, if ms > m; + m3 we will not let the queue at buffer 2
grow indefinitely. In fact, it will be reasonable to replenish buffer 2 only when it falls below
some threshold Bs. In that case there will be some steady state probability that buffer 2
will fall to 0 before it is replenished, but by increasing B, we can make this probability
arbitrarily small and so make the throughput of the system arbitrarily close to fs.

We will show in this note that the system is stable if my < m; +ms3. We distinguish the
case when msz > msy , the case when my + ms > msy > mg, and the case when my = ms.

Consider first the case ms > my. In that case an M/M/1 queue with input rate o and
service rate 3 is unstable, hence there is a positive probability for each busy period to be
infinite. This probability is a lower bound on the probability that a truncated busy period
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starting with ny will deplete all the ny parts out of buffer 2 before emptying buffer 3. Hence,
there is a positive lower bound on the probability of returning to (0,0) at the end of each
busy period, no matter how many parts are in buffer 2 at the beginning of the busy period.
Hence we have a bound on the expected number of busy periods between visits to (0,0). On
the other hand, because the M/M/1 queue is unstable, the length of a busy period increases
without bound as the initial content of buffer 2, the value of ny at the beginning of the
truncated busy period, increases. So the main issue is to show that the average truncated
busy period has finite expected duration.

Consider next the case my +ms > my > m3. In that case an M/M/1 queue with input
rate o and service rate pg is stable. Hence we have a uniform bound on the expected
duration of each truncated busy period. On the other hand, the probability that a busy
period ends in state (0,0) tends to 0 as the initial level of buffer 2, ny — co. So now the
main issue is to show that the expected number of busy periods between visits to (0,0) is
finite.

Finally, in the case my = mg3 the M/M/1 queue is unstable, with busy periods which
are finite with probability 1, but the expected length of each busy period is infinite. Hence
in this case we do not have a uniform bound on the expected lengths of truncated busy
periods, and we also do not have a lower bound on the probability that a truncated busy
period will end with ny = ng = 0.

In the next Section 3 we give a formal proof of the stability. The proof uses a Lyapunov
function approach for the case m; +ms > my > mg, and uses stochastic domination for the
cases ms > M.

3. Stability of LBFS when m; + m3 > ms.
Our main result in this note is:

Theorem 3.1 Assume that mi+ms > my. Then the Markov jump process X (t) is positive
recurrent.
In the remainder of this Section we prove Theorem 3.1. We first make some preliminary
observations, define several processes and quantities related to X(¢), and introduce some
notation.

To prove that a Markov jump process is positive recurrent we need first to know that
the process is irreducible. That X (¢) is irreducible (i.e. it is possible to go from any state
to any other state in a finite number of steps) is obvious from a quick observation of the
transition rates (2.1) and Figure 2.

We can uniformize our chain to have Poisson events at rate 1. Such an event will with
probability p; be either a completion of the processing of a part in buffer ¢, if a machine is
working on buffer ¢ at the time, or it will be a null event. Denote by N(¢) the rate 1 Poisson
process which counts these uniformized transitions of X ().

Denote by X, s = 0,1,... the discrete time Markov chain of the states after each
jump of the Poisson process N(t). Then X, = X(0), Xy = X(t),t > 0. Note that
Figure 2 describes the transition probabilities of the Markov chain X (since we assumed
p1 + po + ps = 1). The process X has positive probability for a null transition in every
state. Hence it is a-periodic (in addition to being irreducible).

Clearly, X (¢) is positive recurrent if and only if X is positive recurrent.

Consider the visits of X to the set of states R = {(n,0),ny =0,1,2,...}, the states in
which buffer 3 is empty. Let 0 < Sy < 57 < S5 < ... be the times at which X, € R. Let Y}
be the embedded Markov chain defined by Y, = ny if Xg, = (n2,0),k=0,1,2,....
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The transition probabilities of the embedded Markov chain Y}, are given by:

ng — N with probability us,
no — mng+ 1  with probability puq, (3.1)
ne — mng — L with probability ps,

where L is the random number of parts processed in a busy period of an M/M/1 queue,
with arrival rate po and service rate ps, truncated by ny (the total number processed is
< ny).

There are several ways in which one can prove stability, or more precisely positive re-
currence of a discrete state discrete time Markov process; for a recent survey on the topic
see [6].

The first is to solve the balance equations, and check that the solution is positive and
converges to 1. Unfortunately the balance equations of our 2 machine 3 buffers re-entrant
line (as in most multi-class queueing networks) do not seem tractable '.

The second method is to prove that one of the states of the Markov chain is positive
recurrent: An a-periodic irreducible Markov chain is positive recurrent if we can find a single
state such that the expected time to return to it is bounded. More generally, one may be
able to show that a regenerative event happens at time intervals with a finite expectation.

The third method is to use the Foster-Lyapunov criterion (see for example [2,6,7])

Theorem 3.2 (Foster Lyapunov Criterion) Let Z, be a discrete state discrete time a-
periodic irreducible Markov chain. The following condition is sufficient for the chain to be
positive recurrent. There exist a finite set of states Sy, a non-negative function of the states
h, and positive constants B, e such that, conditional on Zy = z:

(i) Forall z € Sy, E,(h(Z,)) < B

(i) For all z ¢ Sy, E,(h(Z1)) — h(z) < —¢

The fourth method is to use stochastic domination: If we can show that the Markov
chain under discussion is dominated in the sense of stochastic ordering by a process which
is positive recurrent then the chain under discussion must also be recurrent.

A very powerful fifth method has been developed recently by Dai [4], to prove positive
Harris recurrence of multi-class queueing networks under given policy. Dai’s theorem states
that a multi-class queueing network is stable under a given policy (i.e. the general state-
apace Markov process which describes the behavior of the network under the policy is
positive Harris recurrent) if the corresponding fluid limit model of the multi-class network
under the policy is stable. Unfortunately, Dai’s theorem does not apply directly to our
network: Dai’s theorem assumes i.i.d. interarrival times, whereas in our network arrivals
occur only when buffer 3 is empty.

In our proof now we will use the Foster-Lyapunov criterion directly on Xy in the case
my > my, we will use the Foster-Lyapunov criterion on the embedded chain Y in the case
my + ms > mo > ma. Finally, we will use stochastic domination to show that the state
X(t) = (0,0) is positive recurrent for ms > mq. We also give a more direct proof that the
state X (t) = (0,0) is positive recurrent for mg > ms.

3.1. Proof of positive recurrence in the case m; > m»

This case is in fact covered by the subsequent two cases, but we discuss it separately because
it is much simpler. In this case we show that X is positive recurrent by the use of the Foster-

'Recently Adan and Weiss [1] have obtained a closed form formula for the steady state distribution
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Lyapunov criterion, where we take the set of states Sy = {(0,0)} and the linear Lyapunov
function h(nsg, ng) = 2ming + (my — ma)ns.

Clearly, Eq o) (h(X;)) = 2 is finite.

Conditional on the initial state zo = (n2,n3) # (0,0) we calculate:

_mitme _ mi—ms ns > 0

Esy (h(X1)) — h(z) = { _ (Z_ ~1) "

m2

n3:0,n2>0

Since this is less than a negative constant, the chain is positive recurrent.
It is easy to see that if m; < msy no function of the form h(ns,n3) = any + bns can serve
as a Lyapunov function for the process.

3.2. Proof of positive recurrence in the case m; + ms > my > ms

In this case the M/M/1 queue with arrival rates p5 and processing rate ug is stable. Hence
a busy period of this queue will serve a finite number of parts and last for a finite time. In
fact the expected number of parts to be served in a busy period is mz—m, and its expected
duration is ;%% (see for example textbook of Wolff [16]). An actual excursion of X (t)
away from R, starting from (ny —1,1), consists of such a busy period truncated by the total
number of arrivals < ny. Hence the expected length of time for X (¢) or X, to return to R
is bounded by ”’L’;ngg

Since the excursions away from the set of states R have expected duration bounded by
a constant, it follows that X, and X(¢) are positive recurrent if and only if Y; is positive
recurrent.

We now show that Y; is positive recurrent. We use the Lyapunov function h(ny) = na.

We have, for g = ns:
E,, (h(Y1)) — h(yo) = 11 — poE(number served in the truncated busy period)

But if ns is taken large enough then the truncated busy period will with high probability
equal an ordinary busy period, and the expected number of parts processed in the truncated

busy period will be arbitrarily close to m— We now choose § > 0 small enough, we then
choose ny large enough, and we define Sy = {0 1,...,mns}, so that for any yo & Sy we have:
mo mo — MMy — M3
h(Y1)) — h <l —pp——+6 = 0 < 0.
EyO( ( 1)) (y[]) = M2m2 — ms + ml(mZ - m3) *

On the other hand, for all yo € Sy
Ey, (h(Y1)) <yo+1<np+ 1.

This shows that Y is positive recurrent.
3.3. Dominance as msy increases, and proof for the case ms3 > my

Define the departure processes from the three buffers, D;(t) is the number of departures
from buffer i, for i = 1,2, 3 over the time period (0, ], so that the buffer levels are X;(t) =
Xi(0) + D;—1(t) — D;(t),i = 2,3. Let 7, = inf{t > 0 : X(¢) = (0,0)|X(0) = x}, be the
time to return to an empty system, state (0,0), from initial state x, and in particular let
To = T(1,0)- Note that in state (0,0) only buffer 1 is being processed, and the system always
transits to state (1,0) after a time ~ exp(p;). Hence 7y is the time to return to state (0,0)
measured from the instant that the process leaves state (0,0). To show that the system is
positive recurrent it is enough to show that E(7y) < oc.

(© Operations Research Society of Japan JORSJ (2004) 47-4
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We consider two systems as above, with parameters my, 1y, ms and mq, ms, ms respec-
tively. We shall distinguish quantities related to the two different system by superscribing
them with * or ©. We denote by >g¢r stochastic dominance (X >57 Vit P(X > z) >
P(Y > z) for all ). The following Proposition examines the effect of a change in msy on the
behavior of the process.

Proposition 3.1 Consider the two systems with )1(2(0) = X5(0) = x2 > 0 and )1(3(0) =
XQ(O) = I3. ]f Tflg > Tflg then 7:5,;2,1;3 25’T 711'2,:1:3

Proof. We do the proof by constructing coupled sample paths for both systems, in which
the required inequalities hold almost surely. This implies stochastic dominance.

Both systems start in the same state x = (z2,23) with o > 0. We generate the
sequences of processing times for successive parts at buffers 1,2,3 as follows: The sequences
of processing times at buffers 1 and 3 are the same for both systems. Processing times
for buffer 2 at both systems are generated as a sequence of exponential processing times
of rate yio. Each of these processing times completes a job and results in a departure from
buffer 2 in system >, while in the system - it only results in a departure with probability [l / [z

We consider the times before buffer 2 empties in either of the two systems, i.e. {t :

Xy(s) > 0,X5(s) > 0,0 < s < t}. Since buffer 2 in both systems is not empty until time ¢,
processing at buffer 2 proceeds for the full duration ¢ at both systems. Because buffer 2
processing times are longer (>) in system - we have Dy(t) < Ds(t) for every sample path.
Since departures out of buffer 2 occur earlier in system * than in system -, each part is
available for processing in buffer 3 in system * earlier than in system -. Hence (recalling
that buffer 3 has preemptive priority over buffer 1) parts start their processing earlier in

system *. This implies that Ds(t) < Ds(t) for every sample path. Finally, since system ~
devotes more time to buffer 3 than system -, all the remaining time, which is devoted to
buffer 1, is less in system * than in system -. Hence: bl(t) > D (t) for every sample path.
 We now have: X,(t) = @y + Dy(t) — Dy(t) > 2(0) + Di(t) — Do(t) = X,(t), and
Xo(t) + Xs(t) = g + x5 + Dy (t) — Ds(t) > x5 + x5 + Dy (t) — Ds(t) = Xo(t) + Xs(t) for

every sample path, as long as X5(s) > 0,0 < s < ¢. Of course for such ¢ we also have that
Xy(s) > 0,0 < s < t, since Xo(s) > Xo(s). But this implies that 7, > 7, for every sample
path. m

We have shown that our system is stable for average processing times m; + ms > ﬁlg >
ms. Hence for such a system E(7() < oo. Consider now ms > ry. By Proposition 3.1 we
have 7o >gr 7. Hence, E(7)) < (7() < oo. This proves positive recurrence for ms > 1.

3.4. Alternative proof of positive recurrence in the case ms > m,

We provide an alternative direct proof of the positive recurrence in the case mz > msy. This
proof is less elegant but more direct. It is of interest because it provides some estimates
on the recurrence time. In the case that ms > mgy the M/M/1 queue with arrival rate ps
and service rate pg is unstable. For such an unstable M/M/1 queue, any busy period has a
positive probability ¢, = 1 — Z—z of serving an infinite number of customers, and of being
non-ending (see for example textbook of Wolff [16]). Since an excursion of the process X (t)
away from R, which starts from a first state (ny — 1,1), will consist of a truncated busy
period, the probability that all ny jobs will be served in the truncated busy period is > .
But in that case, the state in R to which X (¢) will return will be (0,0).

This proves that 0 is a positive recurrent state of the chain Y, since it can be reached
from every state ns in a single step, with a probability > psq.. Hence Y; is a positive
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recurrent chain. It also follows that X, and X () are recurrent.

To show that X, and X () are positive recurrent, we need however to show that (0, 0) is
positive recurrent for X, and X (¢). Let "= min{t : ¢t > 0, X (t—) # (0,0), X (¢) = (0,0)} be
the first return time to (0,0). We need to find an upper bound on the expected return time
conditional on starting from (0,0), Eoo(7T) = E(T|X(0) = (0,0)). Following X (0) = (0,0)
the process jumps to X(7Tp) = (1,0) after time Ty ~ exp(uy). Hence Eoo(T) = E(Tp) +
E(T|X(0) = (1,0)) = my + E; o(7T"). Hence, we wish to find an upper bound on E; o (7).

Starting from (1,0) consider the joint sample paths of the three processes, X (t), X, Y%
over 0 <t < T. They start at X (0) = (1,0), Xo = (1,0), Yy = 1. Thereafter X (t) = Xy #
(0,0), 0 < t < T while X(T) = Xn(r) = (0,0). Outof s =0,1,...,N(T),let 0 = Sy < S; <
.-+ < Sg = N(T) be the discrete times at which X, € R, that is X5, = (Y},0),k=1,..., K,
withYy =1, Y, >0,k=2,...,K—1, Ygx =0. Define 7,75, ..., 7x as the durations which
satisfy N(my +-+-+7,—) < Sk, N(m+---+7) =Sk, k=1,..., K. Then 7,75, ..., T are
the durations between the times of jumps of N(¢) which take X (¢) into R or which leave
X(t)in R. Clearly, 1,79, ..., Tk sum up to the return time 7" (conditional on X (0) = (1,0)).

Each random variables 7, consists of a single Poisson interval, plus with probability s
a busy period of the M/M/1 queue truncated by Y, ;.

We are now ready to estimate E; o(7'):

]ELO(]U :fE(Tl%-TQ4—"'+‘TK|}6 ::1)

= E (ZlKZkTHYO = 1)

k=1

P(K > k|Yo = D)E(r | K >k, Yo = 1)

[
NE

=
Il
—_

[l
I

P(K>k|Yo=1)) PYi1=y|K >k Yo=1E(r|Ysi1=y, K>k Yo =1)

y>0

but K

v

k<Y >0,...,Y,1 >0, and 7|Ys_; is independent of Y7, ..., Y, o, hence:

SR 2 k|Yo = 1) By =y K > b, Y= 1)B(re | Yis =)

k=1 y>0

We now use the following facts:

(i) The probability that 75 includes a busy period is pe. If a busy period starts then it
will deplete buffer 2 and lead to state (0,0) with a probability which exceeds 1 — e
Therefore, P(Yy, > 0 Yy—1 > 0) <1 —pp(1 — 72) =1 — (p2 — p13). Hence:

P(K > k) < (1— (u2 — p3))* "

(ii) It is always the case that Y, < Y, 141, with equality only if a part completes processing
at buffer 1 (which happens with probability ). Therefore Y; < k + 1.

(iii) The expected length of a busy period of the M/M /1 queue truncated at y input parts is
no more than the expected sum of the processing times of all the parts by both machines,
that is: mo(y — 1) + mgay. 7 includes a busy period with probability po. Hence:

Mo + M3

E(mg | Yicr = vy) < 14 pa(mo(y —1) +may) =y -
2
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we therefore get:

E, o(T)
= Y PK>k|Yo=1)> PYi1=y|K >k Yo=1E(r|Yi1=y)
k=1 y>0
00 k
k-1 o . mg + mg
< Z(l—(w—%)) ZP(YkA—WKZk,Yo—l) A
k=1 y=1
= _ me +m
< Z (1= (2 —ps)" ™" b
k=1 ma
L
(k2 — p3)? 3

This completes the proof.

Acknowledgements

[ am grateful to an anonymous referee for suggesting the use of dominance in Section 3.3.

References

1]

9]
[10]
[11]
[12]

[13]

I. Adan and G. Weiss: Analysis of a simple Markovian re-entrant line with infinite
supply of work under the LBFS policy. Preprint (2004).

P. Bremaud: Markov Chains: Gibbs Fields, Monte Carlo Simulation, and Queues
(Springer, New York, 1999).

R-R. Chen and S.P. Meyn: Value iteration and optimization of multiclass queueing
networks. Queueing Systems Theory and Applications, 32 (1999), 65-97.

J.G. Dai: On positive Harris recurrence of multi-class queueing networks: a unified
approach via fluid limit models. Annals of Applied Probability, 5 (1995), 49-77.

J.G. Dai and G. Weiss: Stability and instability of fluid models for re-entrant lines.
Mathematics of Operations Research, 21 (1994), 115-134.

S. Foss and T. Konstatopoulos: An overview of some stochastic stability methods.
Journal of the Operations Research Society of Japan, (2004), this issue.

P. Glynn: Stochastic Systems (Stanford University Graduate Lecture Notes, 2000).
J.M. Harrison: Brownian models of queueing networks with heterogeneous customer

populations. In W. Fleming and P.L. Lions (eds.): Proceedings of the IMA Workshop
on Stochastic Differential Systems (Springer, New York, 1988).

G. Koole and A. Pot: Workload minimization in re-entrant lines. European Journal of
Operations Research (Submitted, 2004).

P.R. Kumar: Re-entrant lines. Queueing Systems: Theory and Applications, 13 (1993),
87-110.

S. Kumar and P.R. Kumar: Performance bounds for queueing networks and scheduling
policies. IEEE Transactions on Automatic Control, 38 (1994), 1600-1611.

Y. Nagzarathy: Fvaluation of on-line scheduling rules for high volume job shop problems,
a simulation study (M.A. Thesis, University of Haifa, 2001).

Y. Nazarathy and G. Weiss: A simulation study of fluid imitation multi-class job-shop
scheduling heuristics. (In preparation 2004).

(© Operations Research Society of Japan JORSJ (2004) 47-4



Sability of a Smple Re-Entrant Lineat p = 1 313

[14] G. Weiss: On optimal draining of a fluid re-entrant line. In F.P. Kelly and R.J. Williams
(eds.): Proceedings of the IMA Workshop on Stochastic Networks (Springer, New York,
1995), 93-105.

[15] G. Weiss: Scheduling and control of manufacturing systems — a fluid approach. Pro-
ceedings of the 37 Allerton Conference (Monticello, Illinois, 21-24 September 1999),
577-586.

[16] R.W. Wolff: Stochastic Modeling and the Theory of Queues (Prentice Hall, New Jersey,
1989).

Gideon Weiss

Department of Statistics

The University of Haifa

Mount Carmel 31905, Israel
E-mail: gweiss@stat.haifa.ac.il

(© Operations Research Society of Japan JORSJ (2004) 47-4




<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /All
  /Binding /Left
  /CalGrayProfile (Dot Gain 20%)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Tags
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJDFFile false
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /ColorConversionStrategy /LeaveColorUnchanged
  /DoThumbnails false
  /EmbedAllFonts true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /SyntheticBoldness 1.00
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams false
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveEPSInfo true
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 300
  /ColorImageDepth -1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 1200
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile ()
  /PDFXOutputCondition ()
  /PDFXRegistryName (http://www.color.org)
  /PDFXTrapped /Unknown

  /Description <<
    /FRA <FEFF004f007000740069006f006e00730020007000650072006d0065007400740061006e007400200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000500044004600200064006f007400e900730020006400270075006e00650020007200e90073006f006c007500740069006f006e002000e9006c0065007600e9006500200070006f0075007200200075006e00650020007100750061006c0069007400e90020006400270069006d007000720065007300730069006f006e00200061006d00e9006c0069006f007200e90065002e00200049006c002000650073007400200070006f0073007300690062006c0065002000640027006f00750076007200690072002000630065007300200064006f00630075006d0065006e007400730020005000440046002000640061006e00730020004100630072006f0062006100740020006500740020005200650061006400650072002c002000760065007200730069006f006e002000200035002e00300020006f007500200075006c007400e9007200690065007500720065002e>
    /ENU (Use these settings to create PDF documents with higher image resolution for improved printing quality. The PDF documents can be opened with Acrobat and Reader 5.0 and later.)
    /JPN <FEFF3053306e8a2d5b9a306f30019ad889e350cf5ea6753b50cf3092542b308000200050004400460020658766f830924f5c62103059308b3068304d306b4f7f75283057307e30593002537052376642306e753b8cea3092670059279650306b4fdd306430533068304c3067304d307e305930023053306e8a2d5b9a30674f5c62103057305f00200050004400460020658766f8306f0020004100630072006f0062006100740020304a30883073002000520065006100640065007200200035002e003000204ee5964d30678868793a3067304d307e30593002>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e0020005000440046002d0044006f006b0075006d0065006e00740065006e0020006d00690074002000650069006e006500720020006800f60068006500720065006e002000420069006c0064006100750066006c00f600730075006e0067002c00200075006d002000650069006e0065002000760065007200620065007300730065007200740065002000420069006c0064007100750061006c0069007400e400740020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f0062006100740020006f0064006500720020006d00690074002000640065006d002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300740061007300200063006f006e00660069006700750072006100e700f5006500730020007000610072006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000500044004600200063006f006d00200075006d00610020007200650073006f006c007500e700e3006f00200064006500200069006d006100670065006d0020007300750070006500720069006f0072002000700061007200610020006f006200740065007200200075006d00610020007100750061006c0069006400610064006500200064006500200069006d0070007200650073007300e3006f0020006d0065006c0068006f0072002e0020004f007300200064006f00630075006d0065006e0074006f0073002000500044004600200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002c002000520065006100640065007200200035002e0030002000650020007300750070006500720069006f0072002e>
    /DAN <FEFF004200720075006700200064006900730073006500200069006e0064007300740069006c006c0069006e006700650072002000740069006c0020006100740020006f0070007200650074007400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006d006500640020006800f8006a006500720065002000620069006c006c00650064006f0070006c00f80073006e0069006e006700200066006f00720020006100740020006600e50020006200650064007200650020007500640073006b00720069006600740073006b00760061006c0069007400650074002e0020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e006500730020006d006500640020004100630072006f0062006100740020006f0067002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /NLD <FEFF004700650062007200750069006b002000640065007a006500200069006e007300740065006c006c0069006e00670065006e0020006f006d0020005000440046002d0064006f00630075006d0065006e00740065006e0020007400650020006d0061006b0065006e0020006d00650074002000650065006e00200068006f0067006500720065002000610066006200650065006c00640069006e00670073007200650073006f006c007500740069006500200076006f006f0072002000650065006e0020006200650074006500720065002000610066006400720075006b006b00770061006c00690074006500690074002e0020004400650020005000440046002d0064006f00630075006d0065006e00740065006e0020006b0075006e006e0065006e00200077006f007200640065006e002000670065006f00700065006e00640020006d006500740020004100630072006f00620061007400200065006e002000520065006100640065007200200035002e003000200065006e00200068006f006700650072002e>
    /ESP <FEFF0055007300650020006500730074006100730020006f007000630069006f006e006500730020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000500044004600200063006f006e0020006d00610079006f00720020007200650073006f006c00750063006900f3006e00200064006500200069006d006100670065006e00200070006100720061002000610075006d0065006e0074006100720020006c0061002000630061006c006900640061006400200061006c00200069006d007000720069006d00690072002e0020004c006f007300200064006f00630075006d0065006e0074006f00730020005000440046002000730065002000700075006500640065006e00200061006200720069007200200063006f006e0020004100630072006f00620061007400200079002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004e00e4006900640065006e002000610073006500740075007300740065006e0020006100760075006c006c006100200076006f0069006400610061006e0020006c0075006f006400610020005000440046002d0061007300690061006b00690072006a006f006a0061002c0020006a006f006900640065006e002000740075006c006f0073007400750073006c00610061007400750020006f006e0020006b006f0072006b006500610020006a00610020006b007500760061006e0020007400610072006b006b007500750073002000730075007500720069002e0020005000440046002d0061007300690061006b00690072006a0061007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f006200610074002d0020006a00610020004100630072006f006200610074002000520065006100640065007200200035002e00300020002d006f0068006a0065006c006d0061006c006c0061002000740061006900200075007500640065006d006d0061006c006c0061002000760065007200730069006f006c006c0061002e>
    /ITA <FEFF00550073006100720065002000710075006500730074006500200069006d0070006f007300740061007a0069006f006e00690020007000650072002000630072006500610072006500200064006f00630075006d0065006e00740069002000500044004600200063006f006e00200075006e00610020007200690073006f006c0075007a0069006f006e00650020006d0061006700670069006f00720065002000700065007200200075006e00610020007100750061006c0069007400e00020006400690020007300740061006d007000610020006d00690067006c0069006f00720065002e0020004900200064006f00630075006d0065006e00740069002000500044004600200070006f00730073006f006e006f0020006500730073006500720065002000610070006500720074006900200063006f006e0020004100630072006f00620061007400200065002000520065006100640065007200200035002e003000200065002000760065007200730069006f006e006900200073007500630063006500730073006900760065002e>
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f00700070007200650074007400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006d006500640020006800f80079006500720065002000620069006c00640065006f00700070006c00f80073006e0069006e006700200066006f00720020006200650064007200650020007500740073006b00720069006600740073006b00760061006c0069007400650074002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e006500730020006d006500640020004100630072006f0062006100740020006f0067002000520065006100640065007200200035002e00300020006f0067002000730065006e006500720065002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006e00e40072002000640075002000760069006c006c00200073006b0061007000610020005000440046002d0064006f006b0075006d0065006e00740020006d006500640020006800f6006700720065002000620069006c0064007500700070006c00f60073006e0069006e00670020006f006300680020006400e40072006d006500640020006600e50020006200e400740074007200650020007500740073006b00720069006600740073006b00760061006c0069007400650074002e0020005000440046002d0064006f006b0075006d0065006e00740065006e0020006b0061006e002000f600700070006e006100730020006d006500640020004100630072006f0062006100740020006f00630068002000520065006100640065007200200035002e003000200065006c006c00650072002000730065006e006100720065002e>
    /KOR <FEFFd5a5c0c1b41c0020c778c1c40020d488c9c8c7440020c5bbae300020c704d5740020ace0d574c0c1b3c4c7580020c774bbf8c9c0b97c0020c0acc6a9d558c5ec00200050004400460020bb38c11cb97c0020b9ccb4e4b824ba740020c7740020c124c815c7440020c0acc6a9d558c2edc2dcc624002e0020c7740020c124c815c7440020c0acc6a9d558c5ec0020b9ccb4e000200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /CHS <FEFF4f7f75288fd94e9b8bbe7f6e521b5efa76840020005000440046002065876863ff0c5c065305542b66f49ad8768456fe50cf52068fa87387ff0c4ee563d09ad8625353708d2891cf30028be5002000500044004600206587686353ef4ee54f7f752800200020004100630072006f00620061007400204e0e002000520065006100640065007200200035002e00300020548c66f49ad87248672c62535f003002>
    /CHT <FEFF4f7f752890194e9b8a2d5b9a5efa7acb76840020005000440046002065874ef65305542b8f039ad876845f7150cf89e367905ea6ff0c4fbf65bc63d066075217537054c18cea3002005000440046002065874ef653ef4ee54f7f75280020004100630072006f0062006100740020548c002000520065006100640065007200200035002e0030002053ca66f465b07248672c4f86958b555f3002>
  >>
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [612.000 792.000]
>> setpagedevice




