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Abstract When we construct a program by using a computer, we sometimes interrupt to work and store 
the program constructed up to this point on a disk or another medium. At that time, we sometimes make 
a backup copy of the program on another disk. Whether we make a backup copy or not seems to depend 
on the probability that the program on a disk will be broken by an accident during the work. This kind of 
problem is formulated by dynamic programming and the optimal strategy is derived with the critical values 
whose explicit form is analytically derived. 

1. Introduction 
We consider a disk or another medium on which we can not overwrite on it once we store 
programs or data on it. This sometimes occurs because of the physical reason or because 
of the reason we keep the histrical files without being overwritten. As the matter of conve- 
nience, we call this kind of medium as a disk in this paper. Furthermore, we assume that 
the recovery of the current program or data is very expensive. 

Consider the model as follows: Suppose that there are n new disks and an additional 
disk called Do on which there is a master file. After we revise the master file, we always 
store the revised master file on one of new disks called Dl as a version 1. At this point of 
time, we have to decide whether to make an additional copy (backup copy) of disk or not. 
We call the decision to make a backup copy as action a2 and the decision not to make it 
as action al. If al is selected, the number of the remaining new disks becomes n - 1. If 
a2 is selected, we store the revised master file on an additional new disk as a backup and 
the number of the remaining new disks becomes n - 2. Once a new disk is used to store a 
master file, we assume that it will not be used again in the future in order to store another 
new version of the master file. 

Assume that a1 is made. Then, we begin to revise the master file of version 1 on Dl 
and after the work of revision we store it on a new disk called D2 as version 2. If an 
accident occurs before saving it on D2 and the file of revised master file on D\ is broken, 
we have to go back to the starting point. In this case, we have to stop the work because of 
the assumption that the recovery cost is very expensive. Let p be the probability that the 
floppy disk (or the master file on the floppy disk) will be broken during the revising work. 
Then, the probability that no accident occurs before saving the revised master file is 1 - p 
and in this case of no accidents we continue to work and have to select one of two actions, 
a1 or 0 2 ,  as a decision. 

Assume that we select a2 at this point of time. Then, the revised master file is saved on 
two new disks called D3 and D^. At the next stage, we begin to revise the master file on D3 
and after some work of revision, we save it on a new disk DQ. But if an accident occurs in 
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this point of time, we can continue to repeat the revising work by using D4. In this case, if 
the accident occurs once more during the work of using D4, we will not be able to continue 
to revise the current master file and therefore we will give up to continue the work. As long 
as the current master file is available, we can continue to revise it to make a new version of 
the disk. The objective is to maximize the expected value of the number of the last version 
of the master file which we can attain by starting with n new floppy disks and the master 
le of version 0. 

Checkpointing is also an important strategy to make the recovery work and have been 
ny papers, for example, Chandy and Ramamoorthy [2], Young [14], Gelenbe 
d Babaoglu [13], Kaio and Osaki [8], Dohi, Aoki, Kaio and Osaki [3], and 

so on. Whether to make a backup copy of the hard computer disks or not is also the 
blem in the data processing and some backup policies for that problem have 

in Sandoh and Kawaii [I I], Sandoh, Kaio and Kawaii [10], and Sandoh, 
Kawaii and Ibaraki [U]. Fukumoto, Yasui and Nakagawa [5] discuss the Markov chain 
model to evaluate two kinds of backup strategies for the second storage. Hamada [7] has 

at the decision point that there are n files to be made in the future, that 
f them has just been made under the condition that there are k files whose 

backup copies do not exist, and that there remains a sufficiently large memory space. Both 
aking a backup copy and that of losing the file whose backup copy does not 
considered with the reward evaluating the safety of a file which is obtained 

by making its backup copy. This kind of problem is considered as the sequential decision 
problem with a finite horizon and discussed an optimal backup strategy by using stochastic 
dynamic programming (See, for example, Ross [g]). 

In this paper, we derive t optimal sequential backup strategy under a constraint of 
finite number of resources. model considered in this paper is useful not only in the 

ut also in the several areas where it is important to keep the lifetime of 
as possible by replaci a part under the condition that the part will 

be broken with a positive probability p d the backup policy is useful. In Section 2, the 
mulated by dynamic programming a the optimal strategy is derived in 

model is extended to the case that value of the parameter is unknown 
and some properties of the optimal strategy are derived. 

2. Formulation by Dynamic Programming 
Let n be the number of the remaining new disks and p be the probability that the accident 
occurs during the revising work. Then, the state is denoted by n if p is known. Let a1 be 
the action not to make a backup file of the current disk and a2 the action to make a backup 
copy. At the state n with n >_ 2, one of two actions a1 and a2 is selected. If a1 is selected 
at state n, the transition probability from the state n to the state n - 1 is 1 - p, that from 
the state n to the state 0 (the absorbing state) is p, and that from the state n to all the 
other states is 0. In this case, fche reward 1 is obtained only when the state changes from n 
to n - 1. If CQ is selected at state % the transition probability from the state n to the state 
n - 2 is 1 that from the state n to the state 0 is p2, and that from the state n to all the 
other state is 0. In this case, the reward 1 is obtained only when the state changes from n 

, The objective is to maximize the total expected reward obtained up to reach the 
state 0, which is also equal to the total expected number of revisions up to reach the state 
0. 

Let &{v} be the maximum expected reward when there are n new disks available and 
the current version is 0. Also, let /A (p) (i = 1,2) be the maximum expected reward when 
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there are n unused disks available and the current version is 0 if a, is selected at the first 
stage and the optimal strategy is followed thereafter. Then, 

and 

for n = 2,3,4, ., where 

and 

for n > 2. Then, in state n, a1 is optimal if and only if fap) > fi (p). For n = 2, 

and 
flM^ l - p2.. 

and therefore 

flip) = { ( l - P ) ( 2 - ~ ) ,  if O < P < P ~ ,  
1 - P2, if p2 < P <  1, 

where I 

For n = 3. 

and therefore 

where 

Now, let 

for n > 2. Then, the following lemma is derived. 
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Lemma 1 For 0 < p < 1, 

^2(P) = ( 1  - P ) ( l  - 2P), 

f o r n > _ 4 .  

Proof. (2.10) is derived from (2.3) and (2.4) and d2 (p )  > 0 if and only if 0 < p 5 112, that 
is, f i ( p )  > /;(p) if and only if 0 < p 5 112. For n = 3, (2.11) is derived from (2.6) and 

.7).  For n > 4, from (2. l ) ,  (2.2) and (2.9), 

where 

and 

Therefore 

This completes the proof.0 

Lemma 2 F o r n  > 1, 
lim fn(p) = n, 

p-+O+ 

and 
lim fn(p) = 0, 

p + l -  

a n d f o r n 2 2 ,  
lim dn(p)  = 1. 

p 4 0 +  

Proof. As f l ( p )  = 1 - p ,  both (2.13) and (2.14) hold for n = 1. For n = 2, both (2.13) and 
(2.14) are derived from (2.5). From (2.10), 

lim d2(p)  = &(l - p ) ( l  - 2p) 
p-+O+ 
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and therefore (2.15) holds for n = 2. Suppose that (2.13), (2.14) and (2.15) hold for 
n = k > 2. Since 

f^l+l(P) = (1 -P)U + /^(P)), 

&I(P) ( l  - P') (1 + fk-lc~)) 

and 

dk+l(~)  = f & ( ~ )  - fLiW, 
(2.13), (2.14) and (2.15) hold for n = k + 1. This completes the proof.0 

3. Optimal Strategy 
Now, let 

P1 = 1 

and 

for n 2 2. Then, 

and therefore the monotonicity property that pn > pn+l for n 2 1 is easily derived. 

Theorem 1 (i) For 0 < p < pn-1) 

and 

(iii) dn@) > 0 if and only i f 0  < p <, pn) 
(iv) fnb)  = f i b )  if 0 < P 5 P.. 
Proof. (2.3), (2.4) and (2.10) are rewritten respectively as follows: 

and 

-A}. d2(P)=2(l-P){(l-P) ^ 
Since these equations hold for 0 < p <: pi, both (i) and (ii) hold for n = 2. Also, for n = 2, 
(iii) is derived from (2.10) and also (iv) is the immediate consequence of (iii) . For n = 3, it 
is derived from (2.6) and (2.7) that 
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and 

for 0 < p <: p2, and it is derived from (2.11) that 

from which d3(p) 2 0 if and only if 0 < p <: pg and therefore ^ ( p )  = ,fj (p) if 0 < p 5 p3, 
that is, (iii) and (iv) hold for n = 3. For k 2 3, suppose that (i), (ii), (iii) and (iv) hold for 
n < k. Then 

f k b )  = ftW 
for 0 < p 5 pk and 

fk-l(P) = ft*-l(P) 

for 0 < p < pk- 1. From inductive hypothesis and pk < pk-1, 

and 

for 0 < p < pk, from which 

for 0 < p < pk. Therefiore, (i) and (ii) hold for n = k + 1. (3.1) means that dk+1 (p) > 0 
if 0 < p pk+l. Since dk(p) > 0 if and only if 0 < p < pk and dk-l(p) < 0 if and only if 
Pk-1 < p < 1, 

is derived from (2.12), (3.1) and the inequality pk < pk-1. Therefore, dk+1 (p) > 0 if and 
only if 0 < p <. pk+l, which means that fk+l (p) = (p) for 0 < p 5 pk+l. This completes 
the proof.0 

This theorem gives the optimal strategy: 
Optimal strategy: For state n, a2 is optimal if and only if p > pw 

The values of pn for n = 1,2, - -, 10 are given in Table 1. 
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Table 1: Values of pn for n = 1,2, . , l 0  

4. Case That p Is Unknown 
Suppose that the values of p is unknown and there is the prior information that p has the 
beta density function g @\S, t) as the prior information, that is, 

l 0, otherwise. 

Since bet a distribution is the conjugate prior distribution for the unknown parameter of 
Bernoulli distribution, the posterior distribution after obtaining an observation is also bet a 
distribution (See, for example, DeGroot [4]). The following equations hold for s > 0 and 

and 
st y1 PG - P ) ~ @ I s ,  t)dp = ( s + t ) ( s + t  + l) '  

In this case, the state is specified by (n; S, t) , where (S, t) is the parameters of the current 
prior distribution and n is the number of the remaining new disks available. In state (n; S, t), 
if an acident occurs, the next state is (n - 1; s + 1, t) and if no accident occurs, the state is 
( n -  l ; s , t +  1). 

Now, let Fn(s, t) be the maximum expected number of the revised version of the program 
when there are n new disks available and the current information about p is (S, t). Also, let 
Fk(s, t) (i = 1,2) be the maximum expected number of the revised version of the program 
when there are n new disks available, the current information about p is (S, t )  , ai is selected 
at the first stage, and the optimal strategy is followed thereafter. Then, 

for s > 0, t > 0 and n = 2 , 3 , - ,  where 

and 
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t  t S 
--(l + F n - 2  ( S ,  t + l ) )  + s + t  ( s + t ) ( s + t + l )  

(1  + FM-2(s + 1, t  + 1)) .  

HI is optimal if a s , t )  2 F i ( s , t )  and a2 is optimal if F , ( s , t )  5 % ( S ,  t ) .  Both a1 and 0 2  
are optimal if ( S ,  t )  = F a s ,  t )  . As the matter of convenience, a1 is said to be optimal if 
and only if % S ,  t )  > ( S ,  t )  . 

and 

that is, 

where 

For n = 3, since 
t  

p a s ,  t )  = -[l + F2(s, t + l ) )  
s + t  

and 

q ( s ,  t )  is rewritten as follows: 
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Also, since 

t t S 
F:(s,t) = -(l + F1(s,t+ l)) + (l + F1(s+ l , t +  l)) 

s + t  ( s + t ) ( s + t +  l) 

with 

and 

F: (S, t) is rewritten as follows: 

From (4.3) and (4.4), 

F;(s,t)-F:(s,t) < Ofor r~( t+ l )  < S ,  lim.4+o(Fi(s,t)-F:(s,t)) = 1, a n d ~ n , ' = ~  &-l 
is strictly decreasing in S. Hence, the following equation of s has a unique root r3(t) in the 
interval (0, r2 (t + l)) : 

Since 
t + j  - 1 - t  

^ t + t + j  
l^------- 

j=l M + l ^  

if t > l, r3(t) < t. Also, F3(s, t) is rewritten as follows: 

For n = 4, since 

and 

L 
:̂(S, t) = -(l + F3(s, t + l)) 

s + t  

i f  0 < s %(t+ l), 
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F} ( S ,  t )  is derived as follows: 

i f 0  < s  ̂ rs(t + l ) ,  

~ t ( s ,  t )  = 
S t S 

( l +  s + t  + l i k  ( s + t ) ( s + t +  1) '  i f  r3(t + l )  < S .  

(4.6) 
Also, since 

t t s  
F f i s 7 t )  = -(l + Fits, t  + l ) )  + 

s + t  ( s + t ) ( s + t + l )  (1  + F2(s + + 1) )  

with 

and 

m s ,  t )  is derived as follows: 
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Also from the definition of r3(t  + l ) ,  

from which 

FUrsd + l ) ,  

has a unique 

Now, let 

is decreasing in s  in the interval (0.7-3 (t + l ) ] ,  F} ( S ,  t )  - F a s ,  t )  is 
the interval (0 ,  r3(t + l ) ) ,  lims++o(F,i(s, t )  - F j ( s ,  t ) )  = 1  and 

t )  - Fl(r3( t  + l ) ,  t )  < 0,  the equation F i ( s ,  t )  - F a s ,  t )  = O of S ,  

root r4( t )  in the interval (0, r3 (t + 1) )  and 

+ t s ( t  + l ) ( s  - t - l )  

( s + t ) ( s + t + l ) ( s + t + 2 ) ( s + t + 3 ) '  
^y2(t  + l )  - l < S 5 r2( t  + l ) ,  

for n > 2. Then, a1 is optimal i f  and only if Dn(s,  t )  > 0. Since 

Fn ( S ,  t )  = max {F; ( S ,  t ) ,  F  ̂( S ,  t ) }  , 
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it is derived that 
Fn(s7 t )  = F ~ ( s ,  t )  + max {F,'(s, t )  - F ~ ( s ,  t ) ,  0 )  

and 
Fn{s, t )  = F^(s, t )  + max {o ,  - c ( s ,  t )  + F^(S,  t ) }  

= F^{s, t )  - rnin {F;(S, t )  - F ~ ( S ,  t ) ,  O }  . 
Therefore, 

F&, t )  = F ~ S ,  t )  + D;(s, t )  

and 

where 

and 
D;(s, t )  = min {Dn(s,  t ) )  0} . 

Lemma 3 Let s > 1 and t > 1. Then 

and 
t S t t 

Dn(s; t )  = + -D;-,(s9 t + l )  + 
( s + t ) ( s + t + l )  s + t  

-DG-2(s, t + l )  
s + t  

t S + D^{s+ l$+ l )  (4.1 1) 
( S  + t )  ( S  + t + l )  

for n > 4. 
Proof. (4.9) is derived from (4.1) and (4.2), and (4.10) is derived from (4.5). For n >. 4, 

- t s  

( S +  t ) ( s  + t + l )  
( l  + Fn-2(~ + l ,  t + l ) ) .  (4.12) 

into (4.12), 
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t ts 
--F'-~(s,~ + l) - 

( s + t ) ( s + t +  l) 
F ~ S +  l , t +  l). 

s + t  

Also, substituting 

and 

into (4.13), (4.1 1) is easily derived after some calculations. This completes the proof. D 

Theorem 2 For s > 0, t > 0 and n 2 3, if Dn(s, t) > 0, then Dn-\(s,t + 1) > 0. 

Proof. If D3(s, t) > 0, then it is derived from (4.10) that 

that is, 

from which 

For n > 4, it is derived from (4.11) that DJs, t) > 0 means D;-,(s, t + 1) > 0, that is, 
(S, t + 1) > 0. This completes the pr0of.D 

If we consider the case of no accident as a win, then this theorem gives a stay-on-a-winner 
rule which plays an important role in the analysis of bandit problems (see for example, Berry 
and Fristedt [l]). In our problem, this rule is described as follows: If a1 is optimal in state 
(n; S, t) and if a1 is selected and no accident occurs, then a1 is also optimal in the next state 
(n - l ; s , t  + 1). 

Remark. In order to show that the adaptive backup strategy with learning is superior to 
the backup strategy without learning, we compare the value of f3 (p) for the case of known 
value p = 2/ 7 and the value of F3(s, t) for the case of unknown value of p with s = 2 and 
t = 5, where S/ (S + t) = 2/7. Then, 

This means that the backup strategy with learning is superior to the backup strategy without 
learning. 
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