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Abstract In a controlled Markov set-chain with a discount factor $\beta$, we consider the case of $\beta=1$ as a limiting case of $\beta<1$ and find a non-discounted optimal policy which maximizes Abel-sum of rewards in time over all stationary policies under some partial order. We analyze the behavior of discounted total rewards as discount factor $\beta$ approaches 1 under regularity conditions, and prove the existence of a nondiscounted optimal policy, applying the Kakutani's fixed point theorem and policy improvement method. As a numerical example the Toymaker's problem is considered.

## 1. Introduction

Discrete-time stochastic processes, known as Markov decision processes (MDPs), have been well studied (cf.[1][2][10][11][16]). In those mathematical models the required data is assumed to be exact while in practice this data is estimated. Thus, the mathematical model of MDPs can only be viewed as approximations.

So, it may be useful that we ameliorate the model of MDPs so as to be more "robust" than the traditional MDPs in the sense that it is reasonably efficient in rough approximations. A more realistic way to consider such a problem is to use intervals which contain the required data. Hartfiel $[5][6][7][8][9]$ applied this interval technique to Markov chains and studied Markov set-chains, where the transition matrix is allowed to change with time in a given interval.

As a model which is robust for rough approximation of the transition matrix in MDPs, Kurano et al [14] has introduced a decision model, called a controlled Markov set-chain, based on Markov set-chains developed by Hartfiel (cf.[9]), and discussed the optimization of the discounted expected rewards under some partial order. However, the case that the discount factor $\beta$ approaches 1 was not treated there. The objective of this paper is to find a policy, called non-discounted optimal, which maximizes Abel-sum of rewards in time under some partial order. We analyze the behavior of discounted total rewards as $\beta$ approaches 1 under regularity conditions for a Markov set-chain induced by a policy. A non-discounted optimal stationary policy is shown to exist by constructive proofs. Also, the Toymaker's problem in Howard [11] is numerically considered to explain how the theoretical results are used in a computation.

We notice Takahashi's [19][20] work. He has introduced weak D-Markov chains to consider bounds for state probabilities of aggregated chains of large scale Markov chains, and discussed its applicability to tandem queueing networks. The idea of weak D-Markov chains is essentially same as that of a series of papers by Hartfiel, and their studies have been done independently. The results of Takahashi [19][20] are closely related to ours, which will be clear in the sequel.

In the remainder of this section we shall give some notation referring to the work on Markov set-chains and interval arithmetic [15] and formulate a controlled Markov set-chain which will be examined in the sequel.

We adopt the notation in [8][14][15]. Let $R, R^{n}$ and $R^{n \times m}$ be the sets of real numbers, real $n$-dimensional column vectors and real $n \times m$ matrices, respectively. We shall identify $n \times 1$ matrices with vectors and $1 \times 1$ matrices with real numbers, so that $R=R^{1 \times 1}$ and $R^{n}=R^{n \times 1}$. Also, we denote by $R_{+}, R_{+}^{n}$ and $R_{+}^{n \times m}$ the subsets of entrywise non-negative elements in $R, R^{n}$ and $R^{n \times m}$, respectively.

We equip $R^{n \times m}$ with the componentwise relations $\leq,<, \geq,>$. For any $\underline{A}=\left(\underline{a}_{i j}\right), \bar{A}=$ $\left(\bar{a}_{i j}\right)$ in $R_{+}^{n \times m}$ with $\underline{A} \leq \bar{A}$, we define the set of stochastic matrices, $\langle\underline{A}, \bar{A}\rangle$, by

$$
\langle\underline{A}, \bar{A}\rangle=\left\{A \mid A=\left(a_{i j}\right) \text { is an } n \times m \text { stochastic matrix with } \underline{A} \leq A \leq \bar{A}\right\} .
$$

Let

$$
\mathcal{M}_{n}:=\left\{\mathcal{A}=\langle\underline{A}, \bar{A}\rangle \mid\langle\underline{A}, \bar{A}\rangle \neq \emptyset, \underline{A} \leq \bar{A} \text { and } \underline{A}, \bar{A} \in R_{+}^{n \times n}\right\} .
$$

The product of $\mathcal{A}$ and $\mathcal{B} \in \mathcal{M}_{n}$ is defined by

$$
\mathcal{A B}=\{A B \mid A \in \mathcal{A}, B \in \mathcal{B}\} .
$$

For any sequence $\left\{\mathcal{A}_{i}\right\}_{i=1}^{\infty}$ with $\mathcal{A}_{i} \in \mathcal{M}_{n}(i \geq 1)$, we define the multiproduct inductively by

$$
\mathcal{A}_{1} \mathcal{A}_{2} \cdots \mathcal{A}_{k}:=\left(\mathcal{A}_{1} \cdots \mathcal{A}_{k-1}\right) \mathcal{A}_{k}(k \geq 2)
$$

Denote by $C\left(R_{+}\right)$the set of all bounded and closed intervals in $R_{+}$. Let $C\left(R_{+}\right)^{n}$ be the set of all $n$-dimensional column vectors whose elements are in $C\left(R_{+}\right)$, i.e.,

$$
C\left(R_{+}\right)^{n}=\left\{D=\left(D_{1}, D_{2}, \ldots, D_{n}\right)^{\prime} \mid D_{i} \in C\left(R_{+}\right)(1 \leq i \leq n)\right\} .
$$

where $d^{\prime}$ denotes the transpose of a vector $d$.
The following arithmetics are used in Section 2. For $D=\left(D_{1}, D_{2}, \ldots, D_{n}\right)^{\prime}, E=$ $\left(E_{1}, E_{2}, \ldots, E_{n}\right)^{\prime} \in C\left(R_{+}\right)^{n}, h \in R_{+}^{n}$ and $\lambda \in R_{+}, D+E=\{d+e \mid d \in D, e \in E\}, \lambda D=$ $\{\lambda d \mid d \in D\}$ and $h+D=\{h+d \mid d \in D\}$.

If $D=\left(\left[\underline{d}_{1}, \bar{d}_{1}\right], \ldots,\left[\underline{d}_{n}, \bar{d}_{n}\right]\right)^{\prime}, D$ will be denoted by $D=[\underline{d}, \bar{d}]$, where $\underline{d}=\left(\underline{d}_{1}, \ldots, \underline{d}_{n}\right)^{\prime}$, $\bar{d}=\left(\bar{d}_{1}, \ldots, \bar{d}_{n}\right)^{\prime}$ and $[\underline{d}, \bar{d}]=\left\{d \mid d \in R_{+}^{n}, \underline{d} \leq d \leq \bar{d}\right\}$.

For any $D=\left(D_{1}, D_{2}, \ldots, D_{n}\right)^{\prime} \in C\left(R_{+}\right)^{n}$ and subset $G$ of $R_{+}^{1 \times n}$ the product of $G$ and $D$ is defined as

$$
G D=\left\{g d \mid g=\left(g_{1}, \ldots, g_{n}\right) \in G, d=\left(d_{1}, \ldots, d_{n}\right)^{\prime} \in D, d_{i} \in D_{i}(1 \leq i \leq n)\right\} .
$$

The following results are used in the sequel.
Lemma 1.1 ([5][14])
(i) Any $\mathcal{A} \in \mathcal{M}_{n}$ is a polyhedral convex set in the vector space $R^{n \times n}$.
(ii) For any compact convex subset $G \subset R_{+}^{1 \times n}$ and $D=\left(D_{1}, D_{2}, \ldots, D_{n}\right)^{\prime} \in C\left(R_{+}\right)^{n}$, it holds $G D \in C\left(R_{+}\right)$.

We will give a partial order $\geq,>$ on $C\left(R_{+}\right)$by the definition: For $\left[c_{1}, c_{2}\right],\left[d_{1}, d_{2}\right] \in C\left(R_{+}\right)$,

$$
\begin{gathered}
{\left[c_{1}, c_{2}\right] \geq\left[d_{1}, d_{2}\right] \quad \text { if } \quad c_{1} \geq d_{1}, c_{2} \geq d_{2}, \quad \text { and }} \\
{\left[c_{1}, c_{2}\right]>\left[d_{1}, d_{2}\right] \quad \text { if } \quad\left[c_{1}, c_{2}\right] \geq\left[d_{1}, d_{2}\right] \text { and }\left[c_{1}, c_{2}\right] \neq\left[d_{1}, d_{2}\right] .}
\end{gathered}
$$

For $v=\left(v_{1}, v_{2}, \ldots, v_{n}\right)^{\prime}$ and $w=\left(w_{1}, w_{2}, \ldots, w_{n}\right)^{\prime} \in C\left(R_{+}\right)^{n}$, we write

$$
\begin{gathered}
v \geq w \quad \text { if } \quad v_{i} \geq w_{i}, 1 \leq i \leq n \quad \text { and } \\
v>w \quad \text { if } \quad v \geq w \text { and } v \neq w .
\end{gathered}
$$

Define a metric $\Delta$ on $C\left(R_{+}\right)^{n}$ by

$$
\Delta(v, w)=\max _{i \in S} \delta\left(v_{i}, w_{i}\right)
$$

for $v=\left(v_{1}, v_{2}, \ldots, v_{n}\right)^{\prime}, w=\left(w_{1}, w_{2}, \ldots, w_{n}\right)^{\prime} \in C\left(R_{+}\right)^{n}$, where $\delta$ is the Hausdorff metric on $C\left(R_{+}\right)$and given by

$$
\delta([a, b],[c, d]):=|a-c| \vee|b-d| \text { for }[a, b],[c, d] \in C\left(R_{+}\right),
$$

where $x \vee y=\max \{x, y\}$. Obviously, $\left(C\left(R_{+}\right)^{n}, \Delta\right)$ is a complete metric space (for example, [2][13]). A controlled Markov set-chain consists of four objects; $S, A, q, \bar{q}, r$, where $S=$ $\{1,2, \ldots, n\}$ and $A=\{1,2, \ldots, k\}$ are finite sets and for each $(i, a) \in S \times A, \underline{q}=\underline{q}(\cdot \mid i, a) \in$ $R_{+}^{1 \times n}, \bar{q}=\bar{q}(\cdot \mid i, a) \in R_{+}^{1 \times n}$ with $\underline{q} \leq \bar{q}$ and $\langle\underline{q}, \bar{q}\rangle \neq \emptyset$ and $r=r(i, a)$ a function on $S \times A$ with $r \geq 0$. Note that $A$ is used as a set here, different from the above. We interpret $S$ as the set of states of some system, and $A$ as the set of actions available at each state.

When the system is in state $i \in S$ and we take action $a \in A$, we move to a new state $j \in S$ selected according to the probability distribution on $S, q(\cdot \mid i, a)$, and we receive a return $r(i, a)$, where we know only that $q(\cdot \mid i, a)$ is arbitrarily chosen from $\langle\underline{q}(\cdot \mid i, a), \bar{q}(\cdot \mid i, a)\rangle$. This process is then repeated from the new state $j$.

Denote by $F$ the set of functions from $S$ to $A$.
A policy $\pi$ is a sequence ( $f_{1}, f_{2}, \ldots$ ) of functions with $f_{t} \in F,(t \geq 1)$. Let $\Pi$ denote the class of policies. We denote by $f^{\infty}$ the policy $\left(h_{1}, h_{2}, \ldots\right)$ with $h_{t}=f$ for all $t \geq 1$ and some $f \in F$. Such a policy is called stationary, denoted simply by $f$, and the set of stationary policies is denoted by $\Pi_{F}$.

We associate with each $f \in F$ the $n$-dimensional column vector $r(f) \in R_{+}^{n}$ whose $i$ th element is $r(i, f(i))$ and the set of stochastic matrices $\mathcal{Q}(f):=\langle\underline{Q}(f), \bar{Q}(f)\rangle \in \mathcal{M}_{n}$, where the $(i, j)$ elements of $\underline{Q}(f)$ and $\bar{Q}(f)$ are $q(j \mid i, f(i))$ and $\bar{q}(j \mid i, f(i))$, respectively, and $\langle\underline{Q}(f), \bar{Q}(f)\rangle$ is as defined already.

For any $\pi=\left(f_{1}, f_{2}, \ldots\right) \in \Pi$, and discount factor $\beta(0<\beta<1)$, let

$$
\begin{align*}
& \phi_{\beta, T}(\pi):=\left\{r\left(f_{1}\right)+\beta Q_{1} r\left(f_{2}\right)+\cdots+\beta^{T} Q_{1} Q_{2} \cdots Q_{T} r\left(f_{T+1}\right)\right. \\
&\left.\mid Q_{i} \in \mathcal{Q}\left(f_{i}\right), i=1,2, \ldots, T\right\} . \tag{1.1}
\end{align*}
$$

We observe, for example, that

$$
\phi_{\beta, 3}(\pi)=r\left(f_{1}\right)+\beta \mathcal{Q}\left(f_{1}\right)\left(r\left(f_{2}\right)+\beta \mathcal{Q}\left(f_{2}\right) r\left(f_{3}\right)\right)
$$

so that by Lemma 1.1 (ii) $\phi_{\beta, T}(\pi) \in C\left(R_{+}\right)^{n}$ for all $T \geq 1$.
Also, it is shown in [14] that $\left\{\phi_{\beta, T}(\pi)\right\}_{T=1}^{\infty}$ is a Cauchy sequence with respect to $\Delta$, so that the set of discounted expected total rewards from $\pi$ in the infinite future can be defined by

$$
\begin{equation*}
\phi_{\beta}(\pi):=\lim _{T \rightarrow \infty} \phi_{\beta, T}(\pi) . \tag{1.2}
\end{equation*}
$$

Since $\phi_{\beta}(\pi) \in C\left(R_{+}\right)^{n}$, let denote $\phi_{\beta}(\pi)$ by

$$
\phi_{\beta}(\pi)=\left[\underline{\phi}_{\beta}(\pi), \bar{\phi}_{\beta}(\pi)\right] .
$$

where

$$
\underline{\phi}_{\beta}(\pi)=\left(\underline{\phi}_{\beta}(1, \pi), \underline{\phi}_{\beta}(2, \pi), \ldots, \underline{\phi}_{\beta}(n, \pi)\right)^{\prime}
$$

and

$$
\bar{\phi}_{\beta}(\pi)=\left(\bar{\phi}_{\beta}(1, \pi), \bar{\phi}_{\beta}(2, \pi), \ldots, \bar{\phi}_{\beta}(n, \pi)\right)^{\prime}
$$

In general, $\phi_{\beta}(\pi)$ is unbounded if $\beta \rightarrow 1^{-}$, so we will treat this case using Abel-sum of rewads in time. Let

$$
\begin{equation*}
\phi(f):=\liminf _{\beta \rightarrow 1^{-}}(1-\beta) \phi_{\beta}(f) \tag{1.3}
\end{equation*}
$$

where, for a sequence $\left\{D_{k}\right\} \subset C\left(R_{+}\right)^{n}$,

$$
\begin{equation*}
\liminf _{k \rightarrow \infty} D_{k}=\left\{x \in R^{n} \mid \limsup _{k \rightarrow \infty} \delta_{1}\left(x, D_{k}\right)=0\right\} \tag{1.4}
\end{equation*}
$$

and $\delta_{1}(x, D)=\inf _{y \in D} \delta_{2}(x, y), \delta_{2}$ is a metric in $R^{n}$. Since $\phi(f) \in C\left(R_{+}\right)^{n}, \phi(f)$ is written as $\phi(f)=[\phi(f), \bar{\phi}(f)]$.
Definition A policy $f^{*} \in \Pi_{F}$ is called non-discounted optimal if there does not exist $f \in \Pi_{F}$ such that $\phi\left(f^{*}\right)<\phi(f)$.

In the above definition, we confine ourselves to the stationary policies, which simplifies our discussion in the sequel.

In Section 2, a regurality condition is given for transition matrices, and several results for $\beta<1$ are cited from [14]. In Section 3, the asymptotic behavior of $\phi_{\beta}(f)$ as $\beta$ approaches 1 is obtained, by which the existence of a non-discounted optimal stationary policy is proved in Section 4.

## 2. Preliminaries

Henceforth, the following assumption will remain operative.
Assumption A For any $f \in F$, each $Q \in \mathcal{Q}(f)$ is primitive i.e., $Q^{t}>0$ for some $t \geq 1$.
Obviously, if for any $f \in F \underline{Q}(f)$ is primitive as a non-negative matrix (cf.[17]), Assumption A holds.

The following facts on Markov matrices are well-known (cf.[3][12]).
Lemma 2.1 For any $f \in F$, let $Q$ be any matrix in $\mathcal{Q}(f)$.
(i) The sequence $\left(I+Q+\cdots+Q^{t}\right) /(t+1)$ converges as $t \rightarrow \infty$ to a stochastic matrix $Q^{*}$ with $Q Q^{*}=Q^{*}, Q^{*}>0$ and $\operatorname{rank}\left(Q^{*}\right)=1$.
(ii) The stochastic matrix $Q^{*}$ satisfying $Q Q^{*}=Q^{*}$ and $\operatorname{rank}\left(Q^{*}\right)=1$ exists uniquely.
(iii) $I-\left(Q-Q^{*}\right)$ is nonsingular, and

$$
\begin{equation*}
Q h=h+\phi \mathbf{e}-r(f), \tag{2.1}
\end{equation*}
$$

where $I$ is the identity matrix, $\phi=(1 / n) \mathbf{e}^{\prime} Q^{*} r(f)$ and $h=\left(\left(I-Q+Q^{*}\right)^{-1}-Q^{*}\right) r(f)$ and $\mathbf{e}=(1,1, \ldots, 1)^{\prime}$.

Associated with each $f \in F$ and $\beta \in(0,1)$ is a corresponding operator $L_{\beta}(f)$, mapping $C\left(R_{+}\right)^{n}$ into $C\left(R_{+}\right)^{n}$, defined as follows. For $v \in C\left(R_{+}\right)^{n}$,

$$
\begin{equation*}
L_{\beta}(f) v:=r(f)+\beta \mathcal{Q}(f) v \tag{2.2}
\end{equation*}
$$

Note that from Lemma 1.1, $L_{\beta}(f) v \in C\left(R_{+}\right)^{n}$ for each $v \in C\left(R_{+}\right)^{n}$. Putting $v=[\underline{v}, \bar{v}]$ with $\underline{v} \leq \bar{v}, \underline{v}, \bar{v} \in R_{+}^{n},(2.2)$ can be written as

$$
\begin{equation*}
L_{\beta}(f) v=\left[\underline{L}_{\beta}(f) \underline{v}, \bar{L}_{\beta}(f) \bar{v}\right], \tag{2.3}
\end{equation*}
$$

where $\underline{L}_{\beta}$ and $\bar{L}_{\beta}$ are operators, mapping $R_{+}^{n}$ into $R_{+}^{n}$, defined by :

$$
\begin{align*}
& \underline{L}_{\beta}(f) v=r(f)+\beta \min _{Q \in \mathcal{Q}(f)} Q v,  \tag{2.4}\\
& \bar{L}_{\beta}(f) v=r(f)+\beta \max _{Q \in \mathcal{Q}(f)} Q v . \tag{2.5}
\end{align*}
$$

and min (max) represents componentwise minimization (maximization).
The following results are given in Kurano, et al [14].
Lemma 2.2 ([14]) For any $f \in F$, we have:
(i) Both $\underline{L}_{\beta}(f)$ and $\bar{L}_{\beta}(f)$ are contractions with modulus $\beta$ and $\underline{\phi}_{\beta}(f)$ and $\bar{\phi}_{\beta}(f)$ are unique fixed points of $\underline{L}_{\beta}(f)$ and $\bar{L}_{\beta}(f)$, respectively, where $\phi_{\beta}(f)=\left[\underline{\phi}_{\beta}(f), \bar{\phi}_{\beta}(f)\right]$.
(ii) For any $h \in R_{+}^{n}, \quad \underline{\phi}_{\beta}(f)=\lim _{t \rightarrow \infty} \underline{L}_{\beta}(f)^{t} h \quad$ and $\quad \bar{\phi}_{\beta}(f)=\lim _{t \rightarrow \infty} \bar{L}_{\beta}(f)^{t} h$.

## 3. Asymptotic Properties of $\phi_{\beta}(f)$

In this section we study the asymptotic behavior of $\phi_{\beta}(f)$ as $\beta \rightarrow 1^{-}$under Assumption
A. To this end, for each $f \in F$ we consider the following interval equation

$$
\begin{equation*}
r(f)+\mathcal{Q}(f) \boldsymbol{h}=\boldsymbol{\psi}+\boldsymbol{h} \tag{3.1}
\end{equation*}
$$

where $\boldsymbol{\psi}=[\underline{\mathbf{e}}, \bar{\psi} \mathbf{e}], \boldsymbol{h}=[\underline{h}, \bar{h}] \in C(R)^{n}, \underline{\psi}, \bar{\psi} \in R, \underline{h}, \bar{h} \in R^{n}$ with $\underline{\psi} \leq \bar{\psi}, \underline{h} \leq \bar{h}$.
Obviously, (3.1) can be rewritten by

$$
\begin{align*}
& r(f)+\min _{Q \in \mathcal{Q}(f)} Q \underline{h}=\underline{\psi} \mathbf{e}+\underline{h}  \tag{3.2}\\
& r(f)+\max _{Q \in \mathcal{Q}(f)} Q \bar{h}=\bar{\psi} \mathbf{e}+\bar{h} \tag{3.3}
\end{align*}
$$

where $\underline{\psi}, \bar{\psi} \in R, \underline{h}, \bar{h} \in R^{n}$ with $\underline{\psi} \leq \bar{\psi}, \underline{h} \leq \bar{h}$.
Takahashi ([19][20]) has showed that upper or lower bounds of the average rewards for weak D-Markov chains satisfy the equations (3.2) to (3.4) and can be calculated with the Howard's policy improvement ([11]). Also, the existence and uniqueness of a solution of the equations $(3,2)$ to $(3,4)$ can be proved by a slight modification of the proofs of Theorem 2.4 in Bather [1].

However, to make the paper self-contained we give here another proof of these results which is done by applying the Kakutani's fixed point theorem and policy improvement.

For simplicity of the notation, let, for any $d \in R^{n}$ and $f \in F$,

$$
\underline{\mathcal{Q}}(f, d)=\left\{Q \in \mathcal{Q}(f) \mid Q d=\min _{Q \in \mathcal{Q}(f)} Q d\right\},
$$

and

$$
\overline{\mathcal{Q}}(f, d)=\left\{Q \in \mathcal{Q}(f) \mid Q d=\max _{Q \in \mathcal{Q}(f)} Q d\right\} .
$$

The following fact can be easily proved by applying Theorem I.2.2. in [4].
Lemma 3.1 Let $\left\{d_{t}\right\}_{t=1}^{\infty} \subset R^{n}$ be such that $d_{t}$ converges as $t \rightarrow \infty$ to $d$. Then, it holds that

$$
\begin{aligned}
& \quad \liminf _{t \rightarrow \infty} \underline{\mathcal{Q}}\left(f, d_{t}\right) \subset \underline{\mathcal{Q}}(f, d) \quad \text { and } \\
& \liminf _{t \rightarrow \infty} \overline{\mathcal{Q}}\left(f, d_{t}\right) \subset \overline{\mathcal{Q}}(f, d) \quad \text { for all } f \in F .
\end{aligned}
$$

Proof. For each $i(1 \leq i \leq n), f \in F$ and $d \in R^{n}$, let

$$
\underline{Q}(f, d)_{i}:=\left\{Q \in \mathcal{Q}(f) \mid(Q d)_{i}=\min _{Q \in \mathcal{Q}(f)} \sum_{j=1}^{n} q_{i j} d_{j}\right\}
$$

where $q_{i j}$ is the $(i, j)$ element of $Q$. Then $\underline{\mathcal{Q}}(f, d)=\bigcap_{i=1}^{n} \underline{\mathcal{Q}}(f, d)_{i}$. Also, for any $\left\{d_{t}\right\}_{t=1}^{\infty}$ such that $d_{t} \rightarrow d$ as $t \rightarrow \infty$, from Theorem I.2.2. in [4], $\liminf _{t \rightarrow \infty} \underline{Q}\left(f, d_{t}\right)_{i} \subset \underline{Q}(f, d)_{i}$.

So we get that

$$
\begin{aligned}
\liminf _{t \rightarrow \infty} \underline{\mathcal{Q}}\left(f, d_{t}\right) & \subset \bigcap_{i=1}^{n} \liminf _{t \rightarrow \infty} \underline{Q}\left(f, d_{t}\right)_{i} \\
& \subset \bigcap_{i=1}^{n} \underline{Q}(f, d)_{i}=\underline{Q}(f, d),
\end{aligned}
$$

which completes the proof.
Theorem 3.1 For any $f \in F$, the interval equation (3.1) determines $\boldsymbol{\psi}$ uniquely and $\boldsymbol{h}$ up to an additive constant $\left[c_{1} \mathbf{e}, c_{2} \mathbf{e}\right]$ with $c_{1}, c_{2} \in R\left(c_{1}<c_{2}\right)$.
Proof. Let $\underline{h}: \mathcal{Q}(f) \rightarrow R^{n}$ be defined by

$$
\underline{h}(Q)=\left(\left(I-Q+Q^{*}\right)^{-1}-Q^{*}\right) r(f) \quad \text { for } Q \in \mathcal{Q}(f),
$$

where $Q^{*}=\lim _{T \rightarrow \infty} \frac{1}{T} \sum_{t=0}^{T-1} Q^{t}$.
By Lemma 2.1 we observe that $\underline{h}$ is continuous.
Let $\mathcal{A}(\mathcal{Q}(f))$ denote the set of all compact and convex subsets of $\mathcal{Q}(f)$. Then, noting $\underline{\mathcal{Q}}(f, d) \in \mathcal{A}(\mathcal{Q}(f))$ for $d \in R^{n}$, from Lemma 3.1 the map $\underline{\mathcal{Q}}(f, \underline{h}(\cdot)): \mathcal{Q}(f) \rightarrow \mathcal{A}(\mathcal{Q}(f))$ is upper semicontinuous.

Thus, applying Kakutani's fixed point theorem (cf.[18],p.129), there exists $\underline{Q} \in \mathcal{Q}(f)$ such that $\underline{Q} \in \mathcal{Q}(f, \underline{h}(\underline{Q}))$, which implies from Lemma 2.1 that $\underline{h}:=\underline{h}(\underline{Q})$ and $\underline{\psi}:=$ $(1 / n) \mathbf{e}^{\prime} \underline{Q}^{*} r(f)$ is a solution of (3.2).

For any $Q \in \mathcal{Q}(f)$, we have

$$
\begin{equation*}
Q \underline{h} \geq \underline{h}+\underline{\psi} \mathbf{e}-r(f) . \tag{3.5}
\end{equation*}
$$

Since $Q Q^{*}=Q^{*}$ for $Q^{*}=\lim _{T \rightarrow \infty} \frac{1}{T} \sum_{t=0}^{T-1} Q^{t},(3.5)$ derives that

$$
\underline{\psi} \mathbf{e} \leq Q^{*} r(f) .
$$

Also, for $\underline{Q} \in \mathcal{Q}(f, \underline{h}),(3.2)$ implies $\underline{\psi}=Q^{*} r(f)$.
Thus, letting $\mathcal{Q}^{*}(f)=\left\{\left.Q^{*}=\lim _{T \rightarrow \infty} \frac{1}{T} \sum_{t=0}^{T-1} Q^{t} \right\rvert\, Q \in \mathcal{Q}(f)\right\}$, we get

$$
\underline{\mathbf{e}}=\min _{Q^{*} \in \mathcal{Q}^{*}(f)} Q^{*} r(f),
$$

which shows the uniqueness of $\psi$ in (3.2).
Let $\underline{h}^{\prime}$ be another solution of (3.2). Now, we will prove that $\underline{\mathcal{Q}}(f, \underline{h})=\underline{\mathcal{Q}}\left(f, \underline{h}^{\prime}\right)$. To this end, let assume that $\underline{\mathcal{Q}}(f, \underline{h}) \neq \underline{\mathcal{Q}}\left(f, \underline{h}^{\prime}\right)$ and that there exists $Q \in \underline{\mathcal{Q}}\left(f, \underline{h}^{\prime}\right)$ with $Q \notin \underline{\mathcal{Q}}(f, \underline{h})$. Then, by the definition, we have

$$
\left\{\begin{align*}
Q \underline{h}^{\prime} & =\underline{h}^{\prime}+\underline{\psi} \mathbf{e}-r(f)  \tag{3.6}\\
Q \underline{h} & \ngtr \\
\neq & \underline{\psi} \mathbf{e}-r(f),
\end{align*}\right.
$$

where for $x, y \in R^{n}, x \neq y$ means $x_{i} \geq y_{i}(1 \leq i \leq n)$ and $x \neq y$.
By multiplying both sides of (3.6) by $Q^{*}$, we get from $Q^{*}>0$ that $\psi \mathbf{e}=Q^{*} r(f)$ and


For any $Q \in \underline{\mathcal{Q}}(f, \underline{h})$, we have

$$
\left\{\begin{array}{l}
Q \underline{h}=\underline{h}+\underline{\psi} \mathbf{e}-r(f)  \tag{3.7}\\
Q \underline{h}^{\prime}=\underline{h}^{\prime}+\underline{\psi} \mathbf{e}-r(f) .
\end{array}\right.
$$

From (3.7) we get that $Q\left(\underline{h}-\underline{h}^{\prime}\right)=\underline{h}-\underline{h}^{\prime}$, so that, by induction, we can prove that

$$
Q^{t}\left(\underline{h}-\underline{h}^{\prime}\right)=\underline{h}-\underline{h}^{\prime} \text { for all } t \geq 1,
$$

which leads that

$$
\begin{equation*}
Q^{*}\left(\underline{h}-\underline{h}^{\prime}\right)=\underline{h}-\underline{h}^{\prime} \tag{3.8}
\end{equation*}
$$

for $Q^{*}=\lim _{t \rightarrow \infty} \frac{1}{T} \sum_{t=0}^{T-1} Q^{t}$.
We note that each low vector of $Q^{*}$ is identical under Assumption A. Therefore, (3.8) implies that each element of $\underline{h}-\underline{h}^{\prime}$ is identical, as required for a solution $(\underline{\psi}, \underline{h})$ of (3.2).

Similarly we can prove the assertion for a solution $(\bar{\psi}, \bar{h})$ of (3.3). This completes the proof.

Since the unique solutions $\underline{\psi}, \bar{\psi}$ of (3.2) and (3.3) are depending on $f \in F$, we will denote them respectively by $\underline{\psi}(\bar{f})$ and $\bar{\psi}(f)$.

The following theorem is concerned with the asymptotic properties of $\phi_{\beta}(f)$ as $\beta \rightarrow 1^{-}$. Theorem 3.2 For any $f \in F$, there exists $c_{1}, c_{2}, c_{1}^{\prime} c_{2}^{\prime} \in R\left(c_{1} \leq c_{1}^{\prime}, c_{2} \leq c_{2}^{\prime}\right)$ such that

$$
\begin{equation*}
\left[\left(\frac{\psi(f)}{\overline{1-\beta}}+c_{1}^{\prime}\right) \mathbf{e},\left(\frac{\bar{\psi}(f)}{1-\beta}+c_{2}\right) \mathbf{e}\right] \subset \phi_{\beta}(f) \subset\left[\left(\frac{\psi(f)}{1-\beta}+c_{1}\right) \mathbf{e},\left(\frac{\bar{\psi}(f)}{1-\beta}+c_{2}^{\prime}\right) \mathbf{e}\right] \tag{3.9}
\end{equation*}
$$

where $[a, b]=\emptyset$ if $a>b$.
Proof. For any $f \in F$, let $\underline{h}=\left(\underline{h}_{1}, \underline{h}_{2}, \ldots, \underline{h}_{n}\right)$ and $\bar{h}=\left(\bar{h}_{1}, \bar{h}_{2}, \ldots, \bar{h}_{n}\right)$ be any solution of (3.2)-(3.4). We will prove by induction that, for any $\beta(0<\beta<1)$,

$$
\left(\sum_{l=0}^{t-1} \beta^{l}\right) \underline{\psi}(f) \mathbf{e}+\underline{h}+(\beta-1)\left(\sum_{l=0}^{t-1} \beta^{l}\right) \max _{i} \underline{h}_{i} \leq \underline{L}_{\beta}(f)^{t} \underline{h}
$$

$$
\begin{equation*}
\leq\left(\sum_{l=0}^{t-1} \beta^{l}\right) \underline{\psi}(f) \mathbf{e}+\underline{h}+(\beta-1)\left(\sum_{l=0}^{t-1} \beta^{l}\right) \min _{i} \underline{h}_{i} . \tag{3.10}
\end{equation*}
$$

We have:

$$
\begin{aligned}
\underline{L}_{\beta}(f) \underline{h} & =r(f)+\beta \min _{Q \in \mathcal{Q}(f)} Q \underline{h}, \quad \text { for the definition of } \underline{L}_{\beta}(f) \\
& =\underline{\psi}(f) \mathbf{e}+\underline{h}+(\beta-1) \min _{Q \in \mathcal{Q}(f)} Q \underline{h}, \quad \text { by }(3.2),
\end{aligned}
$$

which implies that (3.10) holds for $t=1$.
Now, we assume that (3.10) holds for $t$. Then,

$$
\begin{aligned}
\underline{L}_{\beta}(f)^{t+1} \underline{h} & =r(f)+\beta \min _{Q \in \mathcal{Q}(f)} Q \underline{L}_{\beta}(f)^{t} \underline{h} \\
& \leq \beta\left(\sum_{l=0}^{t-1} \beta^{l}\right) \underline{\psi}(f) \mathbf{e}+\beta(\beta-1)\left(\sum_{l=0}^{t-1} \beta^{l}\right) \min _{i} h_{i}+\underline{L}_{\beta}(f) \underline{h}
\end{aligned}
$$

by the hypothesis of the induction. This leads to the inequality of the right hand in (3.10) for $t+1$.

Similarly we can prove the inequality of the left hand in (3.10) for $t+1$. As $t \rightarrow \infty$ in (3.10), we get from Lemma 2.2 (ii) that

$$
\begin{equation*}
\frac{\underline{\psi}(f) \mathbf{e}}{\overline{1-\beta}}+\underline{h}-\left(\max _{i} \underline{h}_{i}\right) \mathbf{e} \leq \underline{\phi}_{\beta}(f) \leq \frac{\psi(f) \mathbf{e}}{1-\beta}+\underline{h}-\left(\min _{i} \underline{h}_{i}\right) \mathbf{e} . \tag{3.11}
\end{equation*}
$$

Similarly as the above, we get

$$
\begin{equation*}
\frac{\bar{\psi}(f) \mathbf{e}}{1-\beta}+\bar{h}-\left(\max _{i} \bar{h}_{i}\right) \mathbf{e} \leq \bar{\phi}_{\beta}(f) \leq \frac{\bar{\psi}(f) \mathbf{e}}{1-\beta}+\bar{h}-\left(\min _{i} \bar{h}_{i}\right) \mathbf{e} . \tag{3.12}
\end{equation*}
$$

Letting

$$
\begin{array}{ll}
c_{1}=\min _{i} \underline{h}_{i}-\max _{i} \underline{h}_{i}, & c_{1}^{\prime}=-c_{1}, \\
c_{2}=\min _{i} \bar{h}_{i}-\max _{i} \bar{h}_{i}, & c_{2}^{\prime}=-c_{2},
\end{array}
$$

by (3.11) and (3.12), (3.9) follows, as required.
Corollary 3.1 For any $f \in F$, it holds that

$$
\begin{equation*}
\phi(f)=[\underline{\psi}(f) \mathbf{e}, \bar{\psi}(f) \mathbf{e}] \quad, \text { and } \tag{i}
\end{equation*}
$$

$$
\begin{equation*}
\underline{\psi}(f) \mathbf{e}=\min _{Q^{*} \in \mathcal{Q}^{*}(f)} Q^{*} r(f) \quad \text { and } \quad \bar{\psi}(f) \mathbf{e}=\max _{Q^{*} \in \mathcal{Q}^{*}(f)} Q^{*} r(f) . \tag{ii}
\end{equation*}
$$

Proof. (i) follows from Theorem 3.2. Also, the proof of (ii) is appearing in the proof of Theorem 3.1.

## 4. Non-discounted Optimal Policies

In this section, we give the existence theorem of a non-discounted optimal policy under Assumption A.

Let $\boldsymbol{q}(i, a):=\langle\underline{q}(\cdot \mid i, a), \bar{q}(\cdot \mid i, a)\rangle$ for each $i \in S$ and $a \in A$. For each $i \in S$ and $f \in F$, denote by $\underline{G}(i, f)$ the set of $a \in A$ for which

$$
\underline{\psi}(f)+\underline{h}(f)_{i}<r(i, a)+\min _{q \in \boldsymbol{Q}(i, a)} \sum_{j=1}^{n} q(j \mid i, a) \underline{h}(f)_{j},
$$

where $\underline{\psi}(f)$ and $\underline{h}(f)=\left(\underline{h}(f)_{1}, \ldots, \underline{h}(f)_{n}\right)$ is a solution of (3.2).
Let $g \in F$ be such that $g(i) \in \underline{G}(i, f)$ for any $i$ with $\underline{G}(i, f) \neq \emptyset$ and $g(i)=f(i)$ for any $i$ with $\underline{G}(i, f)=\emptyset$. Then, we have the following.
Lemma 4.1 For any $f$ with $\underline{G}(i, f) \neq \emptyset$ for some $i \in S, \underline{\psi}(f)<\underline{\psi}(g)$.
Proof. It holds from the definition that for any $Q \in \mathcal{Q}(\bar{g})$,

$$
\begin{equation*}
\underline{\psi}(f) \mathbf{e}+\underline{h}(f) \underset{\neq}{<r(g)+Q \underline{h}(f) . ~ . ~} \tag{4.1}
\end{equation*}
$$

By multiplying both sides of (4.1) by $Q^{*}$, we get from $Q^{*}>0$ that $\underline{\psi}(f) \mathbf{e} \not \equiv Q^{*} r(g)$, which implies by Corollary 3.1 (ii) that $\underline{\psi}(f)<\underline{\psi}(g)$, as required.

The following lemma is proved from the idea of policy improvement (cf.[11]).
Lemma 4.2 The left-side optimality equations (4.2) below determine $\underline{\psi}^{*}$ uniquely and $\underline{h} \in R^{n}$ up to an addtive constant.

$$
\begin{equation*}
\underline{\psi}^{*}+\underline{h}_{i}=\max _{a \in A}\left(r(i, a)+\min _{q \in \boldsymbol{q}(i, a)} \sum_{j=1}^{n} q(j \mid i, a) \underline{h}_{j}\right) \quad(1 \leq i \leq n) . \tag{4.2}
\end{equation*}
$$

Proof. Let $f_{1} \in F$. If $\underline{G}\left(i, f_{1}\right)=\emptyset$ for all $i \in S,\left(\underline{\psi}\left(f_{1}\right), \underline{h}\left(f_{1}\right)\right)$ is a solution of (4.2). If $\underline{G}\left(i, f_{1}\right) \neq \emptyset$ for some $i \in S$, we define $f_{2} \in F$ by $f_{2}(i) \in \underline{G}\left(i, f_{1}\right)$ for any $i$ with $\underline{G}\left(i, f_{1}\right) \neq \emptyset$ and $f_{2}(i)=f_{1}(i)$ for any $i$ with $\underline{G}\left(i, f_{1}\right)=\emptyset$. Then, from Lemma 4.1, $\underline{\psi}\left(f_{1}\right)<\underline{\psi}\left(f_{2}\right)$. If $\underline{G}\left(i, f_{2}\right)=\emptyset$ for all $i \in S,\left(\underline{\psi}\left(f_{2}\right), \underline{h}\left(f_{2}\right)\right)$ is a solution of $(4.2)$. If $\underline{G}\left(i, f_{2}\right) \neq \emptyset$ for some $i \in S$, we define $f_{3} \in F$ by the same way as we define $f_{2}$ from $f_{1}$. Then, it holds $\psi\left(f_{2}\right)<\psi\left(f_{3}\right)$.

Repeating this operation, we reaches the case that $\underline{G}\left(i, f_{k}\right)=\emptyset$ for all $i \in S(\bar{k} \geq 3)$. Obviously $\left(\underline{\psi}\left(f_{k}\right), \underline{h}\left(f_{k}\right)\right)$ becomes a solution of (4.2).

Also, the uniqueness of (4.2) follows from Theorem 3.1.
Let, for each $i(1 \leq i \leq n)$,

$$
A_{i}:=\arg \max _{a \in A}\left(r(i, a)+\min _{q \in \boldsymbol{Q}(i, a)} \sum_{j=1}^{n} q(j \mid i, a) \underline{h}_{j}\right)
$$

For each $i \in S$ and $f \in F$ with $f(i) \in A_{i}$ for all $i \in S$, denote by $\bar{G}(i, f)$ the set of $a \in A_{i}$ for which

$$
\bar{\psi}(f)+\bar{h}(f)_{i}<r(i, a)+\max _{q \in \boldsymbol{Q}(i, a)} \sum_{j=1}^{n} q(j \mid i, a) \bar{h}(f)_{j},
$$

where $\bar{\psi}(f)$ and $\bar{h}(f)=\left(\bar{h}(f)_{1}, \ldots, \bar{h}(f)_{n}\right)$ is a solution of (3.3).
Using $\bar{G}(i, f)$ instead of $\underline{G}(i, f)$ and applying the same way as the proof of Lemma 4.2, we can prove the following.
Lemma 4.3 The right-side optimality equations (4.3) below determine $\bar{\psi}^{*}$ uniquely and $\bar{h} \in R^{n}$ up to an addtive constant.

$$
\begin{equation*}
\bar{\psi}^{*}+\bar{h}_{i}=\max _{a \in A_{i}}\left(r(i, a)+\max _{q \in \boldsymbol{q}(i, a)} \sum_{j=1}^{n} q(j \mid i, a) \bar{h}_{j}\right) \quad(1 \leq i \leq n) . \tag{4.3}
\end{equation*}
$$

Let, for each $i(1 \leq i \leq n)$,

$$
A_{i}^{*}:=\arg \max _{a \in A_{i}}\left(r(i, a)+\max _{q \in \boldsymbol{Q}(i, a)} \sum_{j=1}^{n} q(j \mid i, a) \bar{h}_{j}\right)
$$

Then we have the following Theorem.
Theorem 4.1 Let $f^{*}$ be any policy with $f^{*}(i) \in A_{i}^{*}$ for all $i \in S$. Then $f^{*}$ is non-discounted optimal and $\phi\left(f^{*}\right)=\left[\underline{\psi}^{*} \mathbf{e}, \bar{\psi}^{*} \mathbf{e}\right]$.
Proof. For any $f \in \bar{F}$ with $f(i) \in A_{i}(1 \leq i \leq n)$, we get, from (4.2), that

$$
\begin{equation*}
\underline{\psi}^{*}+\underline{h}=r(f)+\min _{Q \in \mathcal{Q}(f)} Q \underline{h} . \tag{4.4}
\end{equation*}
$$

By Theorem 3.1, $\underline{\psi}^{*}=\underline{\psi}(f)$. Also, applying Theorem 3.1 again, we can assume $\underline{h}=\underline{h}(f)$. Let $g \in F$ be any policy. Then, from (4.2) it holds

$$
\begin{aligned}
\underline{\psi}(f) \mathbf{e}+\underline{h}(f) & \geq r(g)+\min _{Q \in \mathcal{Q}(f)} Q \underline{h}(f) \\
& =r(g)+Q \underline{h}(f) \text { for some } Q \in \mathcal{Q}(g)
\end{aligned}
$$

This inequality leads to $\underline{\psi}(f) \mathbf{e} \geq Q^{*} r(g)$ for $Q^{*}=\lim _{T \rightarrow \infty} \frac{1}{T} \sum_{t=0}^{T-1} Q^{t}$.
Thus, from Corollary 3.1, we have $\underline{\psi}(f) \geq \underline{\psi}(g)$. The above shows that

$$
\begin{equation*}
\underline{\psi}(f) \geq \underline{\psi}(g) \text { for all } g \in F \tag{4.5}
\end{equation*}
$$

Now, let $f \in F$ be such that $f(i) \notin A_{i}$ for some $i \in S$. Then, we have, from (4.2),

$$
\underline{\psi}^{*} \mathbf{e}+\underline{h} \ngtr r(f)+Q \underline{h} \text { for all } Q \in \underline{\mathcal{Q}}(f, \underline{h}),
$$

so that, noting $Q^{* *}>0$ with $Q^{* *}=\lim _{t \rightarrow \infty} \frac{1}{T} \sum_{t=0}^{T-1} Q^{t}$ we get $\underline{\psi}^{*} \mathbf{e} \underset{\neq}{>} Q^{* *} r(f)$. Thus,

$$
\underline{\psi}^{*} \mathrm{e} \underset{\neq}{>} \min _{Q \in \mathcal{Q}^{*}(f)} \operatorname{Qr}(f)=\underline{\psi}(f) \mathbf{e},
$$

which implies that (4.5) does not hold for this $f$.
Here, we can summarize that $f \in F$ satisfies (4.5) if and only if $f(i) \in A_{i}$ for all $i \in S$.
For any $f^{*} \in F$ which $f^{*}(i) \in A_{i}^{*}$ for all $i \in S$, repeating the same discussion as (4.4),(4.5) obtains that $\bar{\psi}^{*}=\bar{\psi}\left(f^{*}\right)$ and $\bar{\psi}(f) \leq \bar{\psi}\left(f^{*}\right)$ for all $f \in F$ with $f(i) \in A_{i}(i \in S)$. This shows that $f^{*}$ is non-discounted optimal, which completes the proof.
Remark Theorem 3.1 provides bounds on the possible behavior of the decision process resulting from interval estimate, which can also be used for best/worst scenarios of the decision process.

It should be noted that our results do not give bounds for the accuracy of approximate Markov chains (cf.[21][22]).

Here, as a numerical example we shall solve a Markov set-chain version of the Toymaker's problem dealt with in Howard [11], whose data is presented in Table 1 with $S=\{1,2\}$ and $A=\{1,2\}$.

The return $r(i, a, j)$ in Table 1 is associated with the transition from state $i$ to state $j$ under action $a$, which does not affect our theoretical results with a slight modification.

Table 1 The Toymaker's Problem

| State | Alternative | The interval of transition probability |  | Rewards |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $i$ | $a$ | $\boldsymbol{q}(1 \mid i, a)$ | $\boldsymbol{q}(2 \mid i, a)$ | $r(i, a, 1)$ | $r(i, a, 2)$ |
| 1 (Successful toy) | 1(No advertising) | [0.3, 0.5] | [0.5, 0.7] | 9 | 3 |
|  | 2(Advertising) | [0.5, 0.8] | [0.3, 0.5] | 4 | 4 |
| 2(Unsuccessful toy) | 1(No research) | [0.3, 0.4] | [0.5, 0.7$]$ | 3 | -7 |
|  | 2(Research) | [0.6, 0.7] | [0.3, 0.5$]$ | 1 | -19 |

Then, by checking up extreme points of the corresponding polyhedral convex set (cf.(i) of Lemma 1.1), equation (4.2) with $\underline{\psi}^{*}$ and $\underline{h}=\left(\underline{h}_{1}, \underline{h}_{2}\right)^{\prime}$ is given as follows:

$$
\begin{aligned}
& \underline{\psi}^{*}+\underline{h}_{1}=\max \left\{\begin{array}{l}
\min \left\{0.3 \underline{h}_{1}+0.7 \underline{h}_{2}+4.8,0.5 \underline{h}_{1}+0.5 \underline{h}_{2}+6\right\} \\
\min \left\{0.5 \underline{h}_{1}+0.5 \underline{h}_{2}+4,0.7 \underline{h}_{1}+0.3 \underline{h}_{2}+4\right\}
\end{array}\right. \\
& \underline{\psi}^{*}+\underline{h}_{2}=\max \left\{\begin{array}{l}
\min \left\{0.3 \underline{h}_{1}+0.7 \underline{h}_{2}-4,0.4 \underline{h}_{1}+0.6 \underline{h}_{2}-3\right\} \\
\min \left\{0.6 \underline{h}_{1}+0.4 \underline{\underline{h}}_{2}-7,0.7 \underline{h}_{1}+0.3 \underline{h}_{2}-5\right\}
\end{array}\right.
\end{aligned}
$$

After a simple calculation, the solution of the above with $\underline{h}_{1}=0$ becomes that $\underline{\psi}^{*}=-1$ and $\underline{h}=(0,-10)^{\prime}$. Also, we easily find $A_{1}=\{2\}$ and $A_{2}=\{1,2 \underline{\}}$.

Similarly, by solving the equation (4.3) with $\bar{h}_{1}=0$, we get $\bar{\psi}^{*}=1.3, \bar{h}=(0,-9)^{\prime}, A_{1}^{*}=$ $\{2\}$ and $A_{2}^{*}=\{2\}$. So, by Theorem 4.1, $f^{*}$ with $f^{*}(1)=2$ and $f^{*}(2)=2$ is non-discounted optimal and $\phi\left(f^{*}\right)=[-\mathbf{e}, 1.3 \mathbf{e}]$.

In this example, we find that Abel-sum of rewards in time will be positive in best behavior but negative in worst behavior.
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