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Abstract For a nonempty finite set $V$ let $3^{V}$ be the set of all the ordered pairs of disjoint subsets of $V$, i.e., $3^{V}=\{(X, Y) \mid X, Y \subseteq V, X \cap Y=\emptyset\}$. We define two operations, reduced union $\sqcup$ and intersection $\sqcap$, on $3^{V}$ as follows: for each $\left(X_{i}, Y_{i}\right) \in 3^{V}(i=1,2)$

$$
\begin{aligned}
\left(X_{1}, Y_{1}\right) \sqcup\left(X_{2}, Y_{2}\right) & =\left(\left(X_{1} \cup X_{2}\right)-\left(Y_{1} \cup Y_{2}\right),\left(Y_{1} \cup Y_{2}\right)-\left(X_{1} \cup X_{2}\right)\right) \\
\left(X_{1}, Y_{1}\right) \sqcap\left(X_{2}, Y_{2}\right) & =\left(X_{1} \cap X_{2}, Y_{1} \cap Y_{2}\right)
\end{aligned}
$$

Also, for a $\{\sqcup, \sqcap\}$-closed family $\mathcal{F} \subseteq 3^{V}$ a function $f: \mathcal{F} \rightarrow \mathbf{R}$ is called bisubmodular if for each $\left(X_{i}, Y_{i}\right) \in$ $\mathcal{F}(i=1,2)$ we have

$$
f\left(X_{1}, Y_{1}\right)+f\left(X_{2}, Y_{2}\right) \geq f\left(\left(X_{1}, Y_{1}\right) \sqcup\left(X_{2}, Y_{2}\right)\right)+f\left(\left(X_{1}, Y_{1}\right) \sqcap\left(X_{2}, Y_{2}\right)\right)
$$

For a $\{\sqcup, \sqcap\}$-closed family $\mathcal{F} \subseteq 3^{V}$ with $(\emptyset, \emptyset) \in \mathcal{F}$ and a so-called bisubmodular function $f: \mathcal{F} \rightarrow \mathbf{R}$ on $\mathcal{F}$ with $f(\emptyset, \emptyset)=0$, the pair $(\mathcal{F}, f)$ is called a bisubmodular system on $V$.

In this paper we consider two classes of bisubmodular systems which are closely related to base polyhedra. The first one is the class of balanced bisubmodular systems. We give a characterization of balanced bisubmodular systems and show that their associated polyhedra are the convex hulls of reflections of base polyhedra. The second one is that of cut functions of bidirected networks. It is shown that the polyhedron determined by the cut function of a bidirected network is the set of the boundaries of flows in the bidirected network and is a projection of a section of a base polyhedron of boundaries of an associated ordinary network.

## 1. Introduction

For a nonempty finite set $V$ let us consider a family $\mathcal{F} \subseteq 3^{V} \equiv\{(X, Y) \mid X, Y \subseteq V, X \cap Y=\emptyset\}$ which is closed with respect to the operations, reduced union $\sqcup$ and intersection $\sqcap$, defined as

$$
\begin{align*}
& \left(X_{1}, Y_{1}\right) \sqcup\left(X_{2}, Y_{2}\right)=\left(\left(X_{1} \cup X_{2}\right)-\left(Y_{1} \cup Y_{2}\right),\left(Y_{1} \cup Y_{2}\right)-\left(X_{1} \cup X_{2}\right)\right)  \tag{1.1}\\
& \left(X_{1}, Y_{1}\right) \sqcap\left(X_{2}, Y_{2}\right)=\left(X_{1} \cap X_{2}, Y_{1} \cap Y_{2}\right) \tag{1.2}
\end{align*}
$$

for each $\left(X_{1}, Y_{1}\right),\left(X_{2}, Y_{2}\right) \in 3^{V}$. Generalizing a theorem of Birkhoff [8] on representing a distributive lattice by a poset, Ando and Fujishige [2] showed that any such $\{\sqcup, \sqcap\}$-closed family $\mathcal{F}$ is represented as the set of ideals of a bidirected graph (see Theorem 2.1 in Section 2). The notions of bidirected graph, ideal etc. will be precisely defined later. A $\{\amalg, \Pi\}$-closed family is sometimes called a signed ring family.

For a $\{\sqcup, \sqcap\}$-closed family $\mathcal{F} \subseteq 3^{V}$ a function $f: \mathcal{F} \rightarrow \mathbf{R}$ is called bisubmodular if for each $\left(X_{1}, Y_{1}\right),\left(X_{2}, Y_{2}\right) \in \mathcal{F}$ we have

$$
\begin{equation*}
f\left(X_{1}, Y_{1}\right)+f\left(X_{2}, Y_{2}\right) \geq f\left(\left(X_{1}, Y_{1}\right) \sqcup\left(X_{2}, Y_{2}\right)\right)+f\left(\left(X_{1}, Y_{1}\right) \sqcap\left(X_{2}, Y_{2}\right)\right) \tag{1.3}
\end{equation*}
$$

We call the pair $(\mathcal{F}, f)$ of a $\{\sqcup, \Pi\}$-closed family $\mathcal{F} \subseteq 3^{\sqrt{V}}$ with $(\emptyset, \emptyset) \in \mathcal{F}$ and a bisubmodular function $f: \mathcal{F} \rightarrow \mathbf{R}$ on $\mathcal{F}$ with $f(\emptyset, \emptyset)=0$ a bisubmodular system on $V$. For a bisubmodular system $(\mathcal{F}, f)$ on $V$ we associate a polyhedron $\Gamma_{*}(f)$ defined as

$$
\begin{equation*}
\mathrm{P}_{*}(f)=\left\{x \mid x \in \mathbf{R}^{V}, \forall(X, Y) \in \mathcal{F}: x(X, Y) \leq f(X, Y)\right\} ; \tag{1.4}
\end{equation*}
$$

where $x(X, Y)=x(X)-x(Y)$ for cach $(X, Y) \in 3^{V}$. We call $\mathrm{P}_{*}(f)$ the bisubrnodular polyhedron associated with $(\mathcal{F}, f)$. When $\mathcal{F}=3^{\text {V }}$, bisubmodular systems appear as a polypseudomatroid [11], a delta-matroid [9], a metroid [13], a ditroid [21], a universal polymatroid [20] and a special case of a jump system [10]. Bisubmodular polyhedra are also characterized as the polyhedra for which certain variant of greedy algorithm works, as was shown by Chandrasekaran and Fabadi [11]. Indeed, the class of bisubmodular polyhedra was first investigated as the class of such greedy polyhedra by Dunstan and Welsh [14]. A characterization of bisubmodular functions was given in [5]. Gencral structures of bisub)modular polyhedra were studied in some depth in [3], based on the signed Birkhoff theorem.

In this paper we consider two special classes of bisubmodular systems, namely; balanced bisubmodular systems and bisubmodular systems associated with cut functions of bidirected networks. As we will see later, these two subclasses have a common feature: the bisubmodular polyhedra associated with these bisubmodular systems are represented in terms of base polyhedra.

In Section 2 we describe elementary notions of $\{\sqcup, \Pi\}$-closed family, bisubmodular system and bidirected graph and give fundamental results to be used later.

In Section 3 we introduce the concept of balanced bisubmodular system. We give a characterization of balanced bisubmodular systems and it will turn out that the possibly unbounded bisubmodular polyhedron associated with such a balanced bisubmodular system is the convex hull of reflections of some base polyhedra.

In Section 4 we investigate cut functions of bidirected networks and associated polyhedra, where the reduction technique used in [6], [7] and [16] is fully exploited. We will sec, as is the case for cut functions of ordinary directed networks, that the polyhedron determined by the cut function of a bidirected network is the set of the boundaries of flows in the bidirected network. Also, it will be shown that the polyhedron detemined by the cut, function of any bidirected network is a projection of the intersection of a base polyhedron and a subspace. Results obtained in Section 4 give a foundation for investigation of structures of bisubmodular polyhedra (see [3]).

It should be noted here that an interesting application of the bidirected network flow problem has recently been reported by Möhring, Mïller-Hamemann and Weihe [19]. They considered the mesh refinement problem arising in a computer-aided design, where a desired mesh refinement was made by solving a sequence of bidirected flow problems.

This article is based on [4] and some parts of it are taken from K. Ando's dissertation [1].

## 2. Definitions and Preliminaries

We give basic definitions and some preliminaries to be employed in the subsequent sections.
Throughout this paper $V$ denotes a nonempty finite set. $\mathbf{R}, \mathbf{R}_{+}$and $\mathbf{Z}$, respectively, stand for the set of reals, the set of nonnegative reals and the set of integers. For any vector $x \in \mathbf{R}^{V}$ and any subset $U \subseteq V$ we define the reflection $x: U$ of $x$ by $U$ as

$$
(x: U)(v)=\left\{\begin{align*}
-x(v) & \text { if } v \in U  \tag{2.1}\\
x(v) & \text { otherwise }
\end{align*} \quad(v \in V)\right.
$$

Also, for any $Q \subseteq \mathbf{R}^{V}$ we define the reflection $Q: U$ of $Q$ by $U$ as

$$
\begin{equation*}
Q: U=\{x: U \mid x \in Q\} \tag{2.2}
\end{equation*}
$$

## 2.1. $\{\sqcup, \sqcap\}$-closed families and bidirected graphs

Each element $(X, Y) \in 3^{V}$ is naturally made correspond to a $\{0, \pm 1\}$-vector $\chi_{(X, Y)}$, called the characteristic vector of $(X, Y)$, as

$$
\chi_{(X, Y)}(v)=\left\{\begin{align*}
1 & \text { if } v \in X  \tag{2.3}\\
-1 & \text { if } v \in Y \\
0 & \text { otherwise }
\end{align*} \quad(v \in V)\right.
$$

and we call each element of $3^{V}$ a signed subset of $V$. The support of a signed subset $(X, Y)$ of $V$ is $X \cup Y$. We sometimes identify a signed subset with its characteristic vector. For example, for a signed subset $(X, Y)$ of $V$ and a subset $U$ of $V,(X, Y): U$ denotes the signed subset corresponding to $\{0, \pm 1\}$-vector $\chi_{(X, Y)}: U$. A partial order $\sqsubseteq$ on $3^{V}$ is defined by

$$
\begin{equation*}
\left(X_{1}, Y_{1}\right) \sqsubseteq\left(X_{2}, Y_{2}\right) \Longleftrightarrow X_{1} \subseteq X_{2}, Y_{1} \subseteq Y_{2} \quad\left(\left(X_{1}, Y_{1}\right),\left(X_{2}, Y_{2}\right) \in 3^{V}\right) . \tag{2.4}
\end{equation*}
$$

A family $\mathcal{F} \subseteq 3^{V}$ is called $\{\sqcup, \sqcap\}$-closed if it is closed under the two operations, reduced union $\sqcup$ and intersection $\sqcap$, defined by (1.1) and (1.2). It is known that if $\mathcal{F}$ is $\{\sqcup, \Pi\}$-closed, any maximal element (maximal with respect to the partial order $\sqsubseteq$ ) has the same support, which we call the support of $\mathcal{F}$ and denote it by $\operatorname{Supp}(\mathcal{F})$. If we have $\operatorname{Supp}(\mathcal{F})=V$, we say $\mathcal{F}$ spans $V$ (or $\mathcal{F}$ is spanning). A $\{\sqcup, \sqcap\}$-closed family $\mathcal{F} \subseteq 3^{V}$ with $(\emptyset, \emptyset) \in \mathcal{F}$ is called simple if for each distinct $v, w \in \operatorname{Supp}(\mathcal{F})$ there exists a signed subset $(X, Y) \in \mathcal{F}$ separating $v$ and $w$, i.e., $|\{v, w\} \cap(X \cup Y)|=1$.

A bisubmodular system $(\mathcal{F}, f)$ on $V$ is called simple (or spanning) if $\mathcal{F}$ is simple (or spanning). It was shown in [3] that a bisubmodular system $(\mathcal{F}, f)$ is simple and spanning if and only if $\mathrm{P}_{*}(f)$ is pointed.

A bidirected graph is a graph $G=(V, A ; \partial)$ with a boundary operator $\partial: A \rightarrow \mathbf{Z}^{V}$ such that for each arc $a \in A$ there exist two vertices $v, w \in V$ (possibly identical except for (3) below) we have
(1) $\partial a=v+w \quad(\operatorname{arc} a$ has two tails $v$ and $w)$,
(2) $\partial a=-v-w \quad$ (arc $a$ has two heads $v$ and $w)$ or
(3) $\partial a=v-w \quad(\operatorname{arc} a$ has one head $v$ and one tail $w)$,
where we regard $\mathbf{Z}^{V}$ as a free module with base $V$ (see [15]). Figure 2.1 shows an example of a bidirected graph. We say an arc $a \in A$ is of type $(i)$ for some $i \in\{1,2,3\}$ according as (i) in (2.5) holds. If all the arcs of the bidirected graph are of type (3), we call it a directed graph. An ideal of a bidirected graph $G=(V, A ; \partial)$ is a signed subset $(X, Y) \in 3^{V}$ such that for any $a \in A$ we have

$$
\begin{equation*}
\left\langle\partial a, \chi_{(X, Y)}\right\rangle \leq 0, \tag{2.6}
\end{equation*}
$$

where $\langle\cdot, \cdot\rangle$ is the canonical inner product and $\partial a$ should be regarded as a vector in $\mathbf{Z}^{V}$ (see [22]). We denote by $\mathcal{I}(G)$ the set of all the ideals of $G$.

We have the following representation theorem for $\{\sqcup, \sqcap\}$-closed families.
Theorem 2.1 (Signed Birkhoff Theorem [2] (see also [22])): For any $\{\sqcup, \Pi\}$-closed family $\mathcal{F}$ on $V$ with $(\emptyset, \emptyset) \in \mathcal{F}$ there exists a bidirected graph $G=(V, A ; \partial)$ such that $\mathcal{F}=\mathcal{I}(G)$.


Figure 2.1: An example of a bidirected graph.

We call a pair $\mathcal{N}=(G=(V, A ; \partial), c)$ of a bidirected graph $G=(V, A ; \partial)$ and a function $c: A \rightarrow \mathbf{R}_{+} \cup\{+\infty\}$ a bidirected network. The function $c$ is called a capacity function. Given a bidirected network $\mathcal{N}=(G=(V, A ; \partial), c)$ we define the following function $\hat{\kappa}_{c}$ : $3^{V} \rightarrow \mathbf{R}_{+} \cup\{+\infty\}$ as

$$
\begin{equation*}
\hat{\kappa}_{c}(X, Y)=\sum\left\{\left\langle\partial a, \chi_{(X, Y)}\right\rangle c(a) \mid a \in A,\left\langle\partial a, \chi_{(X, Y)}\right\rangle>0\right\} . \tag{2.7}
\end{equation*}
$$

We call $\hat{\kappa}_{c}$ the cut function of $\mathcal{N}$. For a bidirected network $\mathcal{N}=(G=(V, A ; \partial), c)$ a function $\varphi: A \rightarrow \mathbf{R}$ is called a (feasible) flow in $\mathcal{N}$ if $0 \leq \varphi(a) \leq c(a)$ for all $a \in A$. Then, the boundary $\partial_{\varphi}: V \rightarrow \mathbf{R}$ of a flow $\varphi$ is given by

$$
\begin{equation*}
\partial \varphi=\sum\{\varphi(a) \partial a \mid a \in A\}, \tag{2.8}
\end{equation*}
$$

where $\partial a$ is regarded as a vector in $\mathbf{R}^{V}$. Let us denote the set of all the boundaries of bidirected flows in $\mathcal{N}$ by $\partial \Phi$, i.e.,

$$
\begin{equation*}
\partial \Phi=\{\partial \varphi \mid \varphi \text { is a feasible flow in } \mathcal{N}\} . \tag{2.9}
\end{equation*}
$$

### 2.2. Submodular systems and bisubmodular systems

We call a family $\mathcal{D} \subseteq 2^{V}$ of subsets of $V$ a distributive lattice if it is closed under set union $\cup$ and intersection $\cap$. A function $f: 2^{V} \rightarrow \mathbf{R} \cup\{+\infty\}$ is called submodular if for each $X, Y \in 2^{V}$ we have

$$
\begin{equation*}
f(X)+f(Y) \geq f(X \cup Y)+f(X \cap Y) . \tag{2.10}
\end{equation*}
$$

A pair $(\mathcal{D}, f)$ of a distributive lattice $\mathcal{D} \subseteq 2^{V}$ with $\emptyset, V \in \mathcal{D}$ and a submodular function $f: \mathcal{D} \rightarrow \mathbf{R}$ on $\mathcal{D}$ with $f(\emptyset)=0$ is called a submodular system on $V$. The submodular polyhedron and the base polyhedron associated with $(\mathcal{D}, f)$ are, respectively, defined by

$$
\begin{align*}
& \mathrm{P}(f)=\left\{x \mid x \in \mathbf{R}^{V}, \forall X \in \mathcal{D}: x(X) \leq f(X)\right\}  \tag{2.11}\\
& \mathrm{B}(f)=\{x \mid x \in \mathrm{P}(f), x(V)=f(V)\} \tag{2.12}
\end{align*}
$$

(see [17]).
A bidirected network $\mathcal{N}=(G=(V, A ; \partial), c)$ is called a directed network if $G=(V, A ; \partial)$ is a directed graph. For a directed network $\mathcal{N}$ the function $\kappa_{c}: 2^{V} \rightarrow \mathbf{R}_{+} \cup\{+\infty\}$ defined as

$$
\begin{equation*}
\kappa_{c}(X)=\sum\left\{c(a) \mid a \in A ;\left\langle\partial a, \chi_{X}\right\rangle>0\right\} \quad\left(X \in 2^{V}\right) \tag{2.13}
\end{equation*}
$$

is called the cut function of $\mathcal{N}$, where $\chi_{X}$ is the characteristic vector of set $X$ defined by $\chi_{X}(v)=1$ for $v \in X$ and $\chi_{X}(v)=0$ for $v \in V-X$. It is well-known (see [17, Section 2.3]) that a cut function is a submodular function and the set $\partial \Phi$ of boundaries of feasible flows in $\mathcal{N}$ is given by

$$
\begin{equation*}
\partial \Phi=\mathrm{B}\left(\kappa_{c}\right), \tag{2.14}
\end{equation*}
$$

where the right-hand side is the base polyhedron associated with submodular system ( $\mathcal{D}, \kappa_{c}$ ) on $V$ with

$$
\begin{equation*}
\mathcal{D}=\left\{X \mid X \in 2^{V}, \kappa_{c}(X)<+\infty\right\} \tag{2.15}
\end{equation*}
$$

Let $(\mathcal{F}, f)$ be a bisubmodular system on $V$. We assume that $\mathcal{F}$ spans $V$. Then for each maximal element $(S, T) \in \mathcal{F}$ we have $S \cup T=V$. We call an element $(S, T) \in 3^{V}$ with $S \cup T=V$ an orthant. For each orthant $(S, T) \in \mathcal{F}$ define $\mathcal{F}^{(S, T)} \subseteq \mathcal{F}$ by

$$
\begin{equation*}
\mathcal{F}^{(S, T)}=\{(X, Y) \mid(X, Y) \in \mathcal{F},(X, Y) \sqsubseteq(S, T)\} \tag{2.16}
\end{equation*}
$$

Note that $\mathcal{F}^{(S, T)}$ forms a distributive lattice with join $\sqcup$ and meet $\Pi$ and that it has a unique maximal element $(S, T)$ and a unique minimal element $(\emptyset, \emptyset)$.

Define for each orthant $(S, T) \in \mathcal{F}$.

$$
\begin{align*}
\mathrm{P}_{(S, T)}(f) & =\left\{x \mid x \in \mathbf{R}^{V}, \forall(X, Y) \in \mathcal{F}^{(S, T)}: x(X, Y) \leq f(X, Y)\right\}  \tag{2.17}\\
\mathrm{B}_{(S, T)}(f) & =\left\{x \mid x \in \mathrm{P}_{(S, T)}(f), x(S, T)=f(S, T)\right\} \tag{2.18}
\end{align*}
$$

We see that for any orthant $(S, T) \in \mathcal{F}$ the reflections $\mathrm{P}_{(S, T)}(f): T$ and $\mathrm{B}_{(S, T)}(f): T$ by $T$ are, respectively, a submodular polyhedron and its corresponding base polyhedron (see [17]).

Since $\mathcal{F}=\bigcup\left\{\mathcal{F}^{(S, T)} \mid(S, T) \in \mathcal{F}, S \cup T=V\right\}$, the polyhedron $\mathrm{P}_{*}(f)$ of $(1.4)$ is expressed as

$$
\begin{equation*}
\mathrm{P}_{*}(f)=\bigcap\left\{\mathrm{P}_{(S, T)}(f) \mid(S, T) \in \mathcal{F}, S \cup T=V\right\} \tag{2.19}
\end{equation*}
$$

We can show the following lemmas. We omit the proofs (cf. [17, Section 3.5(b)] and [2]).
Lemma 2.2: For each orthant $(S, T) \in \mathcal{F}, \mathrm{B}_{(S, T)}(f)$ is a face of $\mathrm{P}_{*}(f)$.
Lemma 2.3: For a simple and spanning bisubmodular system $(\mathcal{F}, f)$ on $V$ we have the set of extreme points of $\mathrm{P}_{*}(f)$
$=\bigcup\left\{\right.$ the set of extreme points of $\mathrm{B}_{(S, T)} \mid(S, T):$ an orthant in $\left.\mathcal{F}\right\}$.

Lemma 2.3 follows from the greediness property of possibly unbounded bisubmodular polyhedra (see [3]).

## 3. Balanced Bisubmodular Systems

For a bidirected graph $G=(V, A ; \partial)$ and a subset $U \subseteq V$ define the boundary operator $(\partial: U): A \rightarrow \mathbf{Z}^{V}$ by

$$
\begin{equation*}
(\partial: U)(a)=(\partial a): U \quad(a \in A) \tag{3.1}
\end{equation*}
$$

where we regard $\partial a$ as a vector in $\mathbf{R}^{V}$. We call the bidirected graph $G: U=(V, A ; \partial: U)$ the reflection of $G$ by $U$. It should be noted here that $(X, Y)$ is an ideal of $G$ if and only if $(X, Y): U$ is an ideal of $G: U$.

A bidirected graph $G=(V, A ; \partial)$ is said to be balanced if there exists a subset $U$ of $V$ such that the reflection $G: U$ of $G$ by $U$ is an ordinary directed graph (see [18]).

The balancedness is characterized in terms of ideals as follows.

Theorem 3.1: A bidirected graph $G=(V, A ; \partial)$ is balanced if and only if there exists an orthant $(S, T) \in 3^{V}$ such that both $(S, T)$ and $(T, S)$ are ideals of $G$.
(Proof) If $G: U$ is an ordinary directed graph for some $U \subseteq V$, then, $(\emptyset, V)$ and $(V, \emptyset)$ are ideals of $G: U$. Hence, both $(U, V-U)$ and $(V-U, U)$ are ideals of $G$.

Conversely, suppose that $(U, V-U)$ and $(V-U, U)$ are ideals of a bidirected graph $G$. Then, $(\emptyset, V)$ and $(V, \emptyset)$ are ideals of $G: U$. This is possible only if there is neither arc of type (1) nor of type (2) in $G: U$, i.e., $G: U$ is a directed graph.

A $\{\sqcup, \Pi\}$-closed family $\mathcal{F}$ is called balanced if there exists an orthant $(S, T)$ such that $(S, T) \in \mathcal{F}$ and $(T, S) \in \mathcal{F}$. We call a bisubmodular $\operatorname{system}(\mathcal{F}, f)$ balanced if $\mathcal{F}$ is balanced.

Let $(\mathcal{F}, f)$ be a bisubmodular system and let $\mathcal{F}=\mathcal{I}(G)$ for some bidirected graph. If $\mathcal{F}$ is balanced, then by definition there exists an orthant $(S, T) \in 3^{V}$ such that $(S, T),(T, S) \in \mathcal{F}$. Then, for any bidirected graph $G=(V, A ; \partial)$ representing $\mathcal{F}$ as $\mathcal{F}=\mathcal{I}(G), G$ must be balanced. Conversely, if. $\mathcal{F}$ is represented as $\mathcal{F}=\mathcal{I}(G)$ for some balanced bidirected graph $G$, then by Theorem 3.1 we have $(S, T),(T, S) \in \mathcal{F}$ for some orthant $(S, T) \in 3^{V}$. Hence, $\mathcal{F}$ is balanced. Therefore, a bisubmodular system $(\mathcal{F}, f)$ is balanced if and only if $\mathcal{F}$ is represented by an ordinary directed graph with a possible reflection.

We also have another characterization of balancedness given below.
Theorem 3.2: A bisubmodular system $(\mathcal{F}, f)$ on $V$ is balanced if and only if for some orthant $(S, T) \in \mathcal{F}$ the characteristic cone of $\mathrm{B}_{(S, T)}(f)$ coincides with that of $\mathrm{P}_{*}(f)$.
(Proof) First, note that for any bisubmodular system $(\mathcal{F}, f)$ on $V$ and any orthant $(S, T) \in$ $\mathcal{F}$ the characteristic cone of $\mathrm{B}_{(S, T)}(f)$ is a subset of the characteristic cone of $\mathrm{P}_{*}(f)$ due to Lemma 2.2.

The "only if" part: Suppose $(\mathcal{F}, f)$ is a balanced bisubmodular system on $V$. Then, by definition, there exists an orthant $(S, T) \in 3^{V}$ such that $(S, T),(T, S) \in \mathcal{F}$. Hence, for any vector $x$ in the characteristic cone of $\mathrm{P}_{*}(f)$ we have $x(S, T)=0$. Therefore, the characteristic cone of $\mathrm{P}_{*}(f)$ is a subset of the characteristic cone of $\mathrm{B}_{(S, T)}(f)$.

The "if" part: Conversely, suppose that a bisubmodular system $(\mathcal{F}, f)$ on $V$ is not balanced. Let $G=(V, A ; \partial)$ be a bidirected graph representing $\mathcal{F}$ as in Theorem 2.1. Then, for each orthant $(S, T) \in \mathcal{F}=\mathcal{I}(G)$ there is an arc $a_{(S, T)} \in A$ such that $\left\langle\partial a_{(S, T)}, \chi_{(T, S)}\right\rangle>0$ since otherwise we would have $(T, S) \in \mathcal{F}$. This implies $\partial a_{(S, T)}$ is not in the characteristic cone of $\mathrm{B}_{(S, T)}(f)$. However, $\partial a_{(S, T)}$ is in the characteristic cone of $\mathrm{P}_{*}(f)$ by the definition of ideal.

For any set $Q \subseteq \mathbf{R}^{V}$ let us denote the convex hull of $Q$ by $\mathcal{H}(Q)$.
Now, we have the following theorem.
Theorem 3.3: For a balanced bisubmodular system $(\mathcal{F}, f)$ on $V$ we have

$$
\begin{equation*}
\mathrm{P}_{*}(f)=\mathcal{H}\left(\bigcup\left\{\mathrm{B}_{(S, T)}(f) \mid(S, T) \in \mathcal{F}, S \cup T=V\right\}\right) . \tag{3.2}
\end{equation*}
$$

(Proof) It suffices to prove the theorem when $(\mathcal{F}, f)$ is simple (and spanning due to the balancedness of $(\mathcal{F}, f))$. This assumption guarantees that $\mathrm{P}_{*}(f)$ is pointed. From Lemma 2.2 we have

$$
\begin{equation*}
\mathrm{P}_{*}(f) \supseteq \mathcal{H}\left(\bigcup\left\{\mathrm{B}_{(S, T)}(f) \mid(S, T) \in \mathcal{F}, S \cup T=V\right\}\right) \tag{3.3}
\end{equation*}
$$

The converse inclusion also holds by Lemma 2.3 and Theorem 3.2.
It should be noted that (3.2) does not hold in general for non-balanced bisubmodular systems. For example, consider bisubmodular system $(\mathcal{F}, f)$ on $V=\{1,2\}$, where

$$
\mathcal{F}=\{(\emptyset, \emptyset),(\{1\}, \emptyset),(\{1,2\}, \emptyset),(\{2\}, \emptyset),(\{2\},\{1\}),(\emptyset,\{1\})\} .
$$



Figure 4.1: The signed covering graph of the bidirected graph in Figure 2.1.

Also, note that when $P_{*}(f)$ is bounded, i.e., $\mathcal{F}=3^{V}$, bisubmodular system $\left(3^{V}, f\right)$ is balanced and we have (3.2) (as shown in [17]).

## 4. Flows in Bidirected Networks

For a bidirected graph $G=(V, A ; \partial)$ we define an associated ordinary directed graph $\tilde{G}=$ $(\tilde{V}, \tilde{A} ; \tilde{\partial})$ as follows: $\tilde{V}=V \times\{+,-\}, \tilde{A}=A \times\{+,-\}$ and $\tilde{\partial}: \tilde{A} \rightarrow \mathbf{Z}^{\tilde{V}}$ is defined by

$$
\begin{align*}
& \tilde{\partial}\left(a^{(+)}\right)=(v, \sigma)-(w,-\tau), \\
& \tilde{\partial}\left(a^{(-)}\right)=(w, \tau)-(v,-\sigma) \tag{4.1}
\end{align*}
$$

for each $a \in A$ with $\partial a=\sigma v+\tau w$. The graph $\tilde{G}$ is called the signed covering graph of $G$ ([23]). Figure 4.1 shows the signed covering graph of the bidirected graph in Figure 2.1.

With a bidirected network $\mathcal{N}=(G=(V, A ; \partial), c)$ we associate a directed network $\tilde{\mathcal{N}}=(\tilde{G}=(\tilde{V}, \tilde{A} ; \tilde{\partial}), \tilde{c})$ where $\tilde{G}$ is the signed covering graph of $G$ and the capacity function $\tilde{c}: \tilde{A} \rightarrow \mathbf{R}_{+} \cup\{+\infty\}$ is defined by

$$
\begin{equation*}
\tilde{c}\left(a^{(+)}\right)=\tilde{c}\left(a^{(-)}\right)=c(a) \quad(a \in A) \tag{4.2}
\end{equation*}
$$

We call the directed network $\tilde{\mathcal{N}}$ the signed covering network of $\mathcal{N}$.
For each subset $U$ of $V$ we define $(U,+),(U,-) \subseteq \tilde{V}$ as

$$
\begin{equation*}
(U,+)=\{(v,+) \mid v \in U\},(U,-)=\{(v,-) \mid v \in U\} . \tag{4.3}
\end{equation*}
$$

The cut function $\hat{\kappa}_{c}: 3^{V} \rightarrow \mathbf{R}_{+} \cup\{+\infty\}$ of a bidirected network $\mathcal{N}=(G=(V, A ; \partial), c)$ can be represented in terms of the ordinary cut function of its associated signed covering network as follows.
Lemma 4.1: Let $\mathcal{N}=(G=(V, A ; \partial), c)$ be a bidirected network and $\tilde{\mathcal{N}}=(\tilde{G}=(\tilde{V}, \tilde{A} ; \tilde{\partial}), \tilde{c})$ its signed covering network. Then we have

$$
\begin{equation*}
\hat{\kappa}_{c}(X, Y)=\kappa_{\tilde{c}}((X,+) \cup(Y,-)) \tag{4.4}
\end{equation*}
$$

for any $(X, Y) \in 3^{V}$.
(Proof) An elementary calculation yields (4.4).

We obtain the bisubmodularity of the cut function $\hat{\kappa}_{c}$ from the submodularity of $\kappa_{\bar{c}}$. We first show a preliminary lemma.

For a subset $\tilde{U}$ of $\tilde{V}$ define

$$
\begin{equation*}
\tilde{U}^{*}=\{(v,-\sigma) \mid(v, \sigma) \in \tilde{U}\} \tag{4.5}
\end{equation*}
$$

Lemma 4.2: For any $\tilde{X} \subseteq \tilde{V}$ we have

$$
\begin{equation*}
\kappa_{\bar{c}}(\tilde{X}) \geq \kappa_{\tilde{c}}\left(\tilde{X}-\tilde{X}^{*}\right) \tag{4.6}
\end{equation*}
$$

(Proof) For each $\tilde{X} \subseteq \tilde{V}$ we have

$$
\begin{equation*}
\kappa_{\bar{c}}(\tilde{X})=\kappa_{\tilde{c}}\left(\tilde{V}-\tilde{X}^{*}\right) \tag{4.7}
\end{equation*}
$$

since the mapping defined by $\Delta^{+} \tilde{X} \ni a^{(\epsilon)} \mapsto a^{(-\epsilon)} \in \Delta^{+}\left(\tilde{V}-\tilde{X}^{*}\right)$ is a bijection and $\tilde{c}\left(a^{(\epsilon)}\right)=\tilde{c}\left(a^{(-\epsilon)}\right)$ by definition, where $\Delta^{+} \tilde{Z}$ is the set of arcs leaving $\tilde{Z}$ for any $\tilde{Z} \subseteq \tilde{V}$, i.e., $\Delta^{+} \tilde{Z}=\left\{\tilde{a} \mid \tilde{a} \in \tilde{A},\left\langle\tilde{\partial} \tilde{a}, \chi_{\tilde{Z}}\right\rangle>0\right\}$.

Then from (4.7) and the submodularity of $\kappa_{\tilde{c}}$ we have

$$
\begin{align*}
2 \kappa_{\tilde{c}}(\tilde{X}) & =\kappa_{\tilde{c}}(\tilde{X})+\kappa_{\bar{c}}\left(\tilde{V}-\tilde{X}^{*}\right) \\
& \geq \kappa_{\tilde{c}}\left(\tilde{X}-\tilde{X}^{*}\right)+\kappa_{\bar{c}}\left(\tilde{V}-\left(\tilde{X}^{*}-\tilde{X}\right)\right) \\
& =\kappa_{\tilde{c}}\left(\tilde{X}-\tilde{X}^{*}\right)+\kappa_{\tilde{c}}\left(\tilde{V}-\left(\tilde{X}-\tilde{X}^{*}\right)^{*}\right) \\
& =2 \kappa_{\tilde{c}}\left(\tilde{X}-\tilde{X}^{*}\right) . \tag{4.8}
\end{align*}
$$

Now, we have
Theorem 4.3: For any bidirected network $\mathcal{N}=(G=(V, A ; \partial), c)$ its cut function $\hat{\kappa}_{c}: 3^{V} \rightarrow$ $\mathbf{R}_{+} \cup\{+\infty\}$ is bisubmodular.
(Proof) For any $\left(X_{1}, Y_{1}\right),\left(X_{2}, Y_{2}\right) \in 3^{V}$ we have from the submodularity of $\kappa_{\tilde{c}}$, Lemma 4.1 and Lemma 4.2 that

$$
\begin{align*}
& \hat{\kappa}_{c}\left(X_{1}, Y_{1}\right)+\hat{\kappa}_{c}\left(X_{2}, Y_{2}\right) \\
&= \kappa_{\tilde{c}}\left(\left(X_{1},+\right) \cup\left(Y_{1},-\right)\right)+\kappa_{\tilde{c}}\left(\left(X_{2},+\right) \cup\left(Y_{2},-\right)\right) \\
& \geq \kappa_{\tilde{c}}\left(\left(X_{1} \cup X_{2},+\right) \cup\left(Y_{1} \cup Y_{2},-\right)\right)+\kappa_{\tilde{c}}\left(\left(X_{1} \cap X_{2},+\right) \cup\left(Y_{1} \cap Y_{2},-\right)\right) \\
& \geq \kappa_{\tilde{c}}\left(\left(\left(X_{1} \cup X_{2}\right)-\left(Y_{1} \cup Y_{2}\right),+\right) \cup\left(\left(Y_{1} \cup Y_{2}\right)-\left(X_{1} \cup X_{2}\right),-\right)\right) \\
&+\kappa_{\tilde{c}}\left(\left(X_{1} \cap X_{2},+\right) \cup\left(Y_{1} \cap Y_{2},-\right)\right) \\
&= \hat{\kappa}_{c}\left(\left(X_{1}, Y_{1}\right) \sqcup\left(X_{2}, Y_{2}\right)\right)+\hat{\kappa}_{c}\left(\left(X_{1}, Y_{1}\right) \cap\left(X_{2}, Y_{2}\right)\right) . \tag{4.9}
\end{align*}
$$

The bisubmodular polyhedron associated with the cut function of a bidirected network is related to the base polyhedron associated with the ordinary cut function of its signed covering network in an interesting way as the following theorem shows.
Theorem 4.4: For any bidirected network $\mathcal{N}=(G=(V, A ; \partial), c)$ we have

$$
\begin{equation*}
\mathrm{P}_{*}\left(\hat{\kappa}_{c}\right)=\left\{x \mid x \in \mathbf{R}^{V}, \tilde{x} \in \mathrm{~B}\left(\kappa_{\bar{c}}\right)\right\}, \tag{4.10}
\end{equation*}
$$

where for each $x \in \mathbf{R}^{V}$ the vector $\tilde{x} \in \mathbf{R}^{\check{V}}$ is defined by

$$
\begin{equation*}
\tilde{x}(v, \sigma)=\sigma x(v) \quad((v, \sigma) \in \tilde{V}) \tag{4.11}
\end{equation*}
$$

(Proof) Consider any vector $x \in \mathbf{R}^{V}$ and its associated $\bar{x} \in \mathbf{R}^{\tilde{r}}$ through (4.11). Then, $x \in \mathrm{~B}\left(\kappa_{\bar{c}}\right)$ if and only if

$$
\begin{equation*}
\forall \tilde{X} \subseteq \tilde{V}: \tilde{x}(\tilde{X}) \leq k_{\tilde{c}}(\tilde{X}) \tag{4.12}
\end{equation*}
$$

Since $\tilde{x}(\tilde{X})=\tilde{x}\left(\tilde{X}-\tilde{X}^{*}\right)$ and $\kappa_{\tilde{c}}(\tilde{X}) \geq \kappa_{\tilde{c}}\left(\tilde{X}-\tilde{X}^{*}\right)$ due to Lemma 4.2, this is equivalent to

$$
\begin{equation*}
\forall(X, Y) \in 3^{V^{\prime}}: \tilde{x}((X,+) \cup(Y,-)) \leq \kappa_{\tilde{c}}((X,+) \cup(Y,-)) \tag{4.13}
\end{equation*}
$$

It follows from Lemma 4.1 that (4.13) is equivalent to

$$
\begin{equation*}
\forall(X, Y) \in 3^{V}: x(X, Y) \leq \hat{\kappa}_{c}(X, Y) \tag{4.14}
\end{equation*}
$$

From Theorem 4.4 we have the following characterization of the boundaries of flows in bidirected networks.
Theorem 4.5: For any bidirected network $\mathcal{N}=(G=(V, A ; \partial), c)$ the set $\partial \Phi$ of the boundaries of flows in $\mathcal{N}$ is given by

$$
\begin{equation*}
\partial \Phi=\mathrm{P}_{*}\left(\hat{\kappa}_{c}\right) \tag{4.15}
\end{equation*}
$$

(Proof) The inclusion $\partial \Phi \subseteq \mathrm{P}_{*}\left(\hat{\kappa}_{c}\right)$ is clear. We prove the converse. Suppose $x \in \mathrm{P}_{*}\left(\hat{\kappa}_{c}\right)$. Then, by Theorem 4.4 $\tilde{x} \in \mathbf{R}^{\tilde{V}}$ defined by (4.11) is in the base polyhedron $\mathrm{B}\left(\kappa_{\tilde{c}}\right)$ associated with the cut function $\kappa_{\tilde{c}}$ of the signed covering network $\tilde{\mathcal{N}}=(\tilde{G}=(\tilde{V}, \tilde{A} ; \tilde{\partial}), \tilde{c})$. We know by (2.14) that $\mathrm{B}\left(\kappa_{\tilde{\tilde{\tilde{C}}}}\right)$ is exactly the set of the boundaries of flows in $\tilde{\mathcal{N}}$. Hence, there exists a feasible flow $\tilde{\varphi}: \tilde{A} \rightarrow \mathbf{R}_{+}$in $\tilde{\mathcal{N}}$ such that

$$
\begin{equation*}
\tilde{x}=\tilde{\partial} \tilde{\varphi} \tag{4.16}
\end{equation*}
$$

Define $\hat{p}: A \rightarrow \mathbf{R}_{+}$by

$$
\begin{equation*}
\varphi(a)=\frac{1}{2}\left(\tilde{\varphi}\left(a^{(+)}\right)+\tilde{\varphi}\left(a^{(-)}\right)\right) \quad(a \in A) . \tag{4.17}
\end{equation*}
$$

Clearly, $\varphi$ is a feasible flow in $\mathcal{N}$. Furthermore, we have

$$
\begin{equation*}
\partial \varphi(v)=\frac{1}{2}(\tilde{\partial} \tilde{\varphi}(v,+)-\tilde{\partial} \tilde{\varphi}(v,-)) . \tag{4.18}
\end{equation*}
$$

It follows from (4.16) that $\partial_{\varphi}=x$, i.e., $x \in \partial \Phi$.
It should be noted that the degree sequence polyhedron of an undirected graph is a special case of (4.15), where all the arcs are of type (1) in the corresponding bidirected graph (see [12] and also [10] for its generalization and related topics).

For a bidirected network $\mathcal{N}=(G=(V, A ; \partial), c)$ define a bidirected graph $G^{\infty}=$ $\left(V, A^{\infty} ; \partial^{\infty}\right)$ as $A^{\infty}=\{a \mid a \in A, c(a)=+\infty\}$ and $\partial^{\infty}$ is the restriction of $\partial$ to $A^{\infty}$. Define

$$
\begin{equation*}
\mathcal{F}=\left\{(X, Y) \mid(X, Y) \in 3^{V}, \kappa_{c}(X, Y)<+\infty\right\} . \tag{4.19}
\end{equation*}
$$

Then, we have $\mathcal{I}\left(G^{\infty}\right)=\mathcal{F}$, and hence,
Theorem 4.6: For the $\{\sqcup, \Pi\}$-closed family $\mathcal{F}$ of (4.19), regarding $\hat{\kappa}_{c}$ as the restriction of $\hat{\kappa}_{c}$ to $\mathcal{F},\left(\mathcal{F}, \hat{\kappa}_{c}\right)$ is a bisubmodular system on $V$. Also, $\left(\mathcal{F}, \hat{\kappa}_{c}\right)$ is a balanced bisubmodular system on $V$ if and only if $G^{\infty}$ is a balanced bidirected graph.
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