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f: En + El (differentiable and convex) 
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In this paper, we give a proof that the coordinatewise minimization (CM) 

procedure for the above problem converges to the optimal solution. 

D'Esopo gave a proof for a special class of Q with the property (A) that 

f(x) has a unique minimizing argument in each coordinate direction (but need 

not strictly convex). This paper is the extent ion of his proof to the more 

general case that f(x) is differentiable and convex but does not necessarily 

have the above property. 

Problem Q is not only a special class of convex programming problem with 

only upper and lower bounded constraints, but also a dual of the more general 

concave programming problem with strictly concave objective function. The 

Lagrangian dual function with respect to all primal constraints has the above 

property (A), but the function with respect to only part of the constraints 

(Lagrange relaxation) does not necessarily have the property. This paper 

also gives a proof that the CM method for the latter case converges to the 

optimal solution as well as for the former case. 
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