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Abstract This paper discusses algorithms for deriving the steady state features of the M/PH/c queue with batch 

arrivals. Many characteristic quantities such as the mean and variance of queue length in continuous time, the mean 

waiting time, the waiting probability, etc. are obtained in computationally tractable form. Numerical examples 

show that the effects of changing various parameters of queueing model may be examined at a small computational 

cost. 

1. Introduction 

Batch arrivals constitute an important class of input processes in the 

theory of queues. A queueing system is generally represented by GIX/G/C, 

where GI, G, C arid X denote an interarrival time distribution, a service 

time distribution, the number of serverB and arrival group of random size, 

respectively. Especially, multiserver queues with batch arrivals have been 

investigated by a number of authors. Kabak [9,10] obtained the steady state 

results of J!/Mlc. Cromie et al. [6] I~xtended and corrected Kabak's re­

sults. They also derived how to calculate percentiles or fractiles for the 

queue length distribution and the 

[8] obtained the moments of queue 

of the characteristic equation. 

waiting time distribution. Holman et al. 
X 

length of Ek IMlc 

Baily and Neuts [2] 

queue using the roots 

studied the GIXIMlc 

queue with bounded batch arrivals. They discussed algorithms for the compu­

tation of the steady state features and obtained queue length densities at 

prior to arrivals and at arbitrary times in a modified matrix-geometric form. 

But all of the above authors assumed that the service time distribution was 

exponential. 
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34 Y. Baba 

In this paper, we shall discuss algorithms for the computation of the 

steady state features of the ~/PH/C queue. PH denotes the phase type 

distribution introduced by Neuts [12]. The phase type distribution is any 

continuous probability distribution on [0,00) which is obtainable as the 

distribution of the absorption time in a continuous time finite state Markov 

chain with a single absorbing state. The class of such distributions in­

cludes many well-known distribution such as generalized Erlang and hyper­

exponential (i.e., a mixture of a finite number of exponential) distribu-

tions. 

The random variable X represents the batch size, and obeys the proba­

bility distribution with finite support on positive integers or geometric 

distribution. This restriction is not essential. But, for the simplicity 

of algorithms, we shall only treat these cases. 

Recently Lucantoni [11] derived an algorithm for computing the station­

ary probability vector of an infinite state Markov chain whose transition 

matrix has a block-partitioned structure. We shall first show that the 

states of ~/PH/C queue have this property by devising the representation 

of the states. Based on this algorithm, we shall obtain many characteristic 

quantities such as the mean and variance of queue length in continuous time, 

the mean waiting time, the waiting probability, etc. These quantities are 

obtained in computationally tractable forms. We shall also show various 

numerical examples and obtain qualitative insight into the effect of varying 

the parameter values. This may be done at a small fraction of the cost for 

the Monte Carlo simulation of the models. 

2. The stationary distributions of the MX/PH/c queue 

Consider the ~/PH/C queueing model, in which customers arrive in 

batches at a c-server unit. The c-servers have independent phase type dis­

tributed processing times with a representation (~,T), where T is a matrix 

of order M. The times between batch arrivals are independent exponentially 

distributed with common arrival rate A. Consecutive batch sizes are inde­

pendent and obey the probability distribution with finite support on positive 

integers or geometric distribution. This probability distribution is repre­

sented by {gi}i:l with mean g = i:ligi 

In this section, we discuss the stationary distributions of the number 

of customers in the system at an arbitrary time t. In order to obtain the 

stationary distribution of the ~/PH/C queue, we shall consider the con-
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M/PH/c Queue with Batch Arrivals 

tinuous time Markov chain which represents the transitions of the states of 

~/PH/C queue at an arbitrary time. In order to define the states of this 

Markov chain, it is convenient to define that the index i (i ~ 0) denotes 

the total number of customers in the system and jk (1 ~k ~M) the total 

number of customers in the k-th phase of service. The the state of the 

system can be represented by an ordered (MTl)-tuple of nonnegative integers 

(Z.l) 

Let i be the set of all possible states such that the total number of 

customers in the system is equal to i, and 
M 

S. the number of states in .i. 

Since L jk min(c,i), Si is given by 
k=l 

(Z. Z) S. 
~ 

~ 

We will number the states in i by a suitable rule and refer them by pairs 

(Z.3) (i ;m) , m = l,Z"",si ' i ,. O,l,Z, ... 

Therefore the infinitesimal generator of this system is given by the matrix 

0 1 Z 0-1 £ cH c+Z 

0 Co DOl DOZ'" D 
0,0-1 geDO gC+lDO gC+ZDO 

1 El Cl D1Z '" D 
1,0-1 gc-1Dl gi1 gC+1D1 

Z 0 EZ Cz D Z,o-l g D 
(;'-2 2 go-lDZ goDZ 

(2,4) Q . , 

0-1 0 0 0 C glDc- l gio-1 g3Do-1 0 

0 0 0 0 E C glD gi 0 

oH 0 0 0 0 B C glD 

o+Z 0 0 0 0 0 B C 

We denote the invariant probability vector of Q by ~, which we may 

write in the partitioned form 

s.-vectors. 
~ 

{~,X1" • , ,X. , ••• }, where x. 
---v - -~ -~ 

Let T be the real number such that 

(Z.5) T = max max max{ - (C .) .,}, max{ - (C) .• }] > 0 , 
1~i~c-1 l~~si ~]] l~~So JJ 

(i ~ 0) are 
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36 Y.Baba 

and I the identity matrix, then the discrete time Markov chain with transi­

tion matrix 

where C. = I + T -le. (0 ~ i < c-1). C = I + T-
1C , B. 

~ ~ ~ 

-1_ -1_ (0' 2 '+1 1) B = TB, D, , = T D., < ~ < c- ,~ < j < c- ,D , 
~J ~J = = = = ~ 

-1-
T B. 

~ 

-1_ 
= T D, 

~ 

(1 < i ~ c) , 

-1 (0 ~ i ~ c-1) and D = T D, has the same invariant probability vector as 

the continuous time Markov chain whose infinitesimal generator is Q. In 

this paper, we shall ana1yze about the discrete time Markov chain with tran­

sition matrix P instead of the continuous time Markov chain with infinite­

simal generator Q. 

Recently Lucantoni [11} derived an algorithm for computing the station­

ary probability vector of an infinite state Markov chain whose transition 

matrix has a block-partitioned structure. The transition matrix (2.6) has 

this property by devising the representation of the states in the following 

way. 

Let us define dome matrices and vectors given by 

Co DOl D02 DO,c-1 gc+i-1DO 

B1 Cl D12 D1 ,c-1 gc+i-2D1 
(2.7) F G, (i ~ 1). 

~ 

0 0 0 C 
c-1 giDc-1 

E (0, ... ,O,B ) 
c 
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M/PH/c Queue with Batch A"ivais 37 

Then the stochastic matrix P is written by 

F Gl G2 G3 

E C glD g2 D 
(2.8) P 

0 B C glD 

0 0 B C 

Using the stochastic matrix P. we state below a~practical algorithm to 

calculate the stationary distribution of the ~/PH/C queue by improving the 

algorithm discussed in Lucantoni [11]. 

A practical alogirithm 

Step 1. 

(2.9) 

(2.10) 

(2.11) 

(2.12) 

Step 2. 

Step 3. 

Calculate the sequence of matri.ces {H(n). n ~ O} by 

00 i+l 
H(n+l) = B + CH(n) + E g.D[H(n)] . 

i=l ~ 
H(O) = B. 

By above successive substitutions. the sequence {H(n)} converges 

to a matrix H. which satisfies 

00 

i+1 H = B + CH + E g.DH . 
i=l ~ 

Especially the batch size distribution is the probability distri­

bution with finite support on positive integers. we call this 

{ } 
K K • 

Case 1. where gi i=l with mean g = i~l~gi • then (2.9) reduces 

to 

H(O) = B • 
K i+1 

H(n+l) = B + CH(n) + E g.D[H(n)] • 
i=l ~ 

and the batch size distribution is geometric. we call this Case 2. 
i-I 

where g. = (l-p)p (i ~ 1) with mean g = l/(l-p). then (2.9) 
~ 

reduces to 

H(O) = B. H(n+l) 
-1 2 

B + CH(n) + (l-p)D[I - pH(n)] [H(n)]. 

Calculation of the vector h of stationary probabilities corre­

sponding to the stochastic matrix H. 

We introduce the square matrix ii of order Sc' whose rows are all 

identical and equal to the vector E.. and the vector ~ defined by 

00 

~= c!!!..+ .E igi_lD!!.. 
~=2 
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(2.13) 

(2.14) 

K+l 
C~ + E igi_lD~ 

i=2 

2-n 
= Ce + =-..t:..De - 1-p-

Y. Baba 

for Case 1 

for Case 2. 

Calculate the vector ~ defined by 

~ = (I - H + H)[I - A + H - ~(~)H]-l~ , 

where A = B + C + D and ~(~) is the diagonal matrix of order 

sa' with diagonal entries Sl,S2'···'Ss 
a 

Step 4. Calculate some matrices defined by 

(2.15) 

(2.16) 

(2.17) 

Step 5. 

Step 6. 

00 i -1 
N = [r - C - L g.DH] E 

i=l ~ 

L = 

K i -1 
[I - C - L g.DH] E 

i=l ~ 

00 

F + E G ,Hi-IN 
i=l ~ 

for Case 1 

for Case 2, 

K '1 
F + E G ,H~- N for Case 1 

i=l ~ 

for Case 2, 

K = E(I - F)-l ~ G,~-l + C + ~ g,DHi 

i=l ~ i=l ~ 

= E(I - F)-l ~ G,Hi - l 

i=l ~ 

K , 
+ C + L g,DH~ 

i=l ~ 

-1 -1 -1 
= E(I - F) G

1 
(r - pH) + C + (l-p)D(r - pH) H 

for Case 1 

for Case 2. 

The matrices N, Land K are stochastic. (see Lucantoni [11]) 

Calculate the invariant probability vectors £ and ~ of the 

matrices Land K. 

Calculate some vectors defined by 

00 i -1 00 i 00 

r* = [I - C - L g,DH] [e + {A - B - C - E g,DH + E ig,DB} 
i=l ~ - i=l ~ i=l ~ 

-1 
(I - H - B) .l:!J 
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(2.18) 

(2.19) 

(2.20) 

Step 7. 

(2.21) 

M/PH/c Queue with Batch A"iva/s 

K 1 -1 K . K 
[I - C - E g .DH] [e + {,q - B - C - E g .DH~ + E 19.Dil} 

1=1 ~ - 1=1 ~ 1=1 ~ 

_ -1 
(I - H +H) ~] for Case 1 

39 

[I - C - (l-p)D(I - pH) -lH]-l [~+ {A - B - C - (l-p)D(I - pH) -lH } 

+ (l-p)-lDH }(I - H + n)-l~] for Case 2, 

00 1-1 00 00 '-1 00 

~* = ~ + E G
1

H ~* + [ E G. - E G.~ + E (i-1)G .il] 
1=1 1=1 ~ 1=1 ~ 1=2 ~ 

(I - H + H)-1~ 

K . 1 K K 1-1 K 
e + E G.H~- r* + [ E G. - E G.H + E (1-1)G.il] 

1=1 ~ - 1=1 ~ 1=1 ~ 1=2 ~ 

( 
_ -1 

I - H + H) ~ for Case 1 

_ -1 
(I - H + H) ~ for Case 2 

and 

-1 1 00 00. 1 00 

~*=~+E(I-F) ~+[E(I-F)-{EG.- EG.~- + E(i-1)G.H} 
1=1 ~ 1=1 ~ i=2 ~ 

00 i 00 -1 
+ A - B - C - E g .DH + E 19 .DIl] (I - H + 11) .y 

i=l ~ i=l ~ 

-1 
= ~ + E(I - F) ~ + 

-1 K K. 1 K 
[E(I - F) {E G. - E G.H~- + E (1-1)G.H} 

1=1 ~ i=l ~ i z 2 ~ 

K . K -1 
+ A - B - C - E g .DH~ + E ig .DIl] (I - H + it) .Y for Case 1 

1=1 ~ 1=1 ~ 

-1 -1 -1 -1 = ~ + E(I - F) + [E(I -.F') {(l-p) G1 - G
1

(I - pH) 

-2 -1 -1 
+ (l-p) pG1B} + A - B - C - (l-p)D(I - pH) H + (l-p) DB] 

_ -1 
(I - H + H) l!. 

The stationary'probabi1ity vec:tors !l..o and 

for Case 2. 

x are given by 
-c 

Using this algorithm, we can obtain the stationary probability vectors !l..o 
and x. 

-c 
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40 Y. Baba 

3. Moments of queue Length 

In this section, we obtained the stationary probability vectors ~ and 

~c. Using these vectors, we shall obtain the first two moments of the queue 

length. 

Let us recall the stochastic matrix (2.8): 

F G
l 

G2 G3 

E C glD g2D 
P = 

0 B C glD 

The steady state equations with respect to P are given by 

~ = ~F +;;E 

(3.1) ;; = ~Gl + !!.cC + ~lB 

i 

~i = ~Gi+1 + ,L ~j-lgi-j+1D + ~iC + ~i+1B (i ~ 1). 
J=l 

We introduce the vector generating function ~(z) for 0 ~ Z < 1 in the 

following way. 

00 

(3.2) 
i-c 

L X,Z • 
, -~ 
~=c 

i 
Multiplying both hands in (3.1) by Z and summing over i ~ 1, we can 

easily obtain that ~(z) satisfies the equation 

(3.3) 

00 i-l 00 i i 00 i 
~(z) = ~ L G,z + L L ~'_lg'_'+lDZ + L ~.cz 

i=l ~ i=l j=l J ~ J i=O ~ 
00 

i-I + L x +.BZ 
i=l-c ~ 

00 00 00 00 
_ i-I j-l i-j+1 i 
-~LG.Z + L~'_lz Lg, '+1DZ + L~,ZC 

i=l ~ j=l J i=j ~-J i=O ~ 
00 

i-I -1 + L ~.BZ - Z x B 
i=O cl -c 

00 i-I -1 -1 = ~ L G,z + Z X(z)A(z) - Z x B 
i=l ~ - -c 

00 

HI where A(z) = B + Cz + L g,Dz 
i=l ~ 
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M/PH/c Queue with Batch Arrivals 41 

In deriving the moments of queue length, some explicit expressions of 

the derivatives of the Perron-Frobenius eigenvalues and the associated eigen­

vectors of the A(z) may be necessary. 

For 0 ~ z. ~ 1, the matrix A(z) ha.s the Perron-Frobenius eigenvalue 

o(z) uniquely. Let ~(z) and y(z) be the corresponding right and left 

eigenvectors such as 

(3.4) o. 

The following relations are assumed to be: hold. 

(3.5) 

where 1I is the steady state vector of the stochastic matrix A(l), and 

e is the column vector with all entries equal to 1. We denote by A(j)(z) 

the matrix obtained by differentiating j times each entry of A(z). 

We have to prepare the following. 

Proposition 3.1. [11] The derivatives o(j)(l), QU)(l), yU)(l), 

j ~ 0, may be computed recursively for each j. These recursion formulae 

are follows. 

(3.6) 

and for 

(3.7) 

= e - , ~~(O) (1) = .1r. 

0(1)(1) = lIA(l)(l)~ 

~(l)(l) = [I - A(l) + IT]-l[A(l) (1) - o(l)(l)I]~ 

y(l) (1) = lI[A(l) (1) - o(l)(l)I][I - A(l) + n]-l 

j ~ 2 

O{j)(l) .i (i).1r.A {i) (l)QU-i) (1) - j~\{i)(l),ru{j-i)(l) 
~=l i=l 

u(j)(l) [I - A(l) + IT]-l i (~)[A(i)(l) - o(i)(l)I]Q(j-i)(l) 
i=l _l 

- (~l(i)y (i) (l)~ (j-i) (1) k 
~=l 

y(j)(l) = ~~l(i)y(i)(l)[A(j-i)(l) - o(j-i)(l)I][I - A(l) + IT]-l, 
~=o 

where IT is the square matrix of order s, and each row of it is TI. 0 
C 

We want to derive the first two mom.~nts of the queue size, Le., we 

shall deduce the formulae for computing K(l)(l)~ and K(2) (l)g. Let us 

recall the equation (3.3): 
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<Xl i-I -1 -1 
X(z) = ~_ L G.z + Z ~(z)A(z) - z x B 
- ~~1~ ~ 

Rearranging this equation, we have 

<Xl • 
~ 

~(z)[zI - A(Z)] =!lo L G.Z 
i=l ~ 

(3.8) - x B -c 

If we let z tend to 1, we get 

<Xl 

(3.9) X(l)[I - A(l)] =!lo L G. - x B . 
- i=l ~ -c 

Adding ~(l)IT = (~(l)~)E = (1 - ~)E to both sides of equation (3.9) and 

-1 
recognizing that E[I - A(l) + IT] = E , we have 

(3.10) 
<Xl -1 

~(1) = [~ L G. - x B][I - A(l) + IT] + (1 - ~~e)E 
i=l ~ -c -v-

Differentiating (3.8) once with respect to z yields 

~(l)(z)[ZI - A(z)] (1) 
<Xl 

i-I (3.11) + ~(z)[I - A (z)] =!lo L iG.z 
i=l ~ 

Hence as z -+- 1, we get 

~(l)(l)[I - A(l)] + ~(l)[I - A(l)(l)] 
<Xl 

(3.12) = !lo L iG. 
i=l ~ 

We note that I - A(l) is singular but I - A(l) + IT is nonsingu1ar 

and ~(l)(l)IT = (~(l)(l)~)E' Therefore (3.12) becomes 

(3.13) ~(1) (1) 
<Xl <Xl 

[-X(l){I - C - L (i+1)g.D}+ ~ L iG.][I - A(l) 
- i=l ~ i=l ~ 

+ (~(1) (l)~)E . 

Using (3.10) and (3.13), we have the next theorem. 

Theorem 3.2. The first and second factorial moments of the queue size 

are given by 

(3.14) 

00 00 <Xl 

+ ~ L i(i-1)G.e + 2!lo L iG.u(l)(l) + ~ L G.u(2)(l) 
i=l ~- i==l ~- i=l ~-

(2) 
- x Bu (1)], -c -

(3.15) ~(2) (1)~ = -!(1).!:!, (2) (1) _ ~(1) (I).!:!, (1) (1) 
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+ ~l) [30(2) (l)~{l)~ + 30(2)(1)~(1).!:!.(1) (1) 
3[1-0 (1) ] 

+ 0(3)(1)~(1)~ + Eo,~' i(i-l)(i-2)Gi~ + 
~=l 

+ 3Eo,~ i{i-l)G
i
.!:!.{l) (I) + 3Eo,~ iG,~(2){1) 

~=l ~·=l ~ 

+ ~ G,u(3)(1) - x BU(3)(1)]. 
Eoi=l ~- -c-

Proof: Multiplying (3.8) on the right by .!:!.(z), we get 

00 , 

.1 
[z - o(z)J~(z).!:!.(z) = ~,L GiZ ~(z) - ~B~(Z). 

~=l 

(3.16) 

Differentiating this with respect to z and rearranging the results, 

(3.17) (1) (1) 1 { (I)} 
~ (z).!:!.(z) = -~(z).!:!. (z) + ~-o{z) [- 1 - 0 (z) ~(z).!:!.(z) 

00, i-I 00 i (I) ( (I) )] + ~~ L ~G,z u(z) + ~~ L G,z U z) - x Bu (z . 
-vi=l ~ - -vi=l.1 - -c -

Letting z -+ 1 and using L'Hospita1's rule, we have (3.l4) after some 

tedious computations. 

Differentiating (3.l6) twice with respect to z and rearranging the 

terms, we get 

(3.18) 

1 (2). (I) (I) 
+ z-o{z) [0 (z)~(z)~(z) - 2{1 - 0 (z)}~ (z).!:!.{z) 

{ {I) }' (1) 00 '{' i-2 - 2 1 - 0 (z) ~(z).H. (z) + Eo L ~ ~-l)Giz Q{z) 
i=l 

43 

00, i-I (1) 00 i (2) (2) 
+ 2~ L ~G,z .H. (z) + Eo,L Giz Q (z) -~B.H. (z)J. 

i=l ~ ~=1 

Letting z -+ 1 and using L'Hospita1's rule, we have (3.15) after tedious 

computations. 0 

Especially, we have the next corollary for Case 1 and Case 2 defined in 

Section 2. 

Corollary 3.3. For Case 1, 

(3.l9) ~(l)(l)~ = -~(1).H.(1){1) 1 (2) 
+ (I) [0 (1)K(1)~ 

2[1--0 {l)J 

K K (1) K (2) 
+ Eo L i{i-l)G,e + 2Uo L iG,u (1) + ~ L G,u (I) 

i=l .1- i=l ~- i=l ~-
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- x Bu(2)(1)], 
-c -

(3.20) 

+ 1 [30(2)(1)X(1)(1)e + 30(2) (l)X(l)u(l) (1) 
3[1-0(1)(1)] - - - -

K 

+ 0(3) (1).:!(1)~ + ..!lo. L: i (i-1) (i-2)G
i
!! 

~=1 

K K 
+ 3.!loi~li(i-1)GiB.(1)(1) + 3.!loi~liGiB.(2)(1) 

K 
+ ..!loi:lGiB.(3) (1) - ~BB.(3)(1)]. 

For Case 2, 

(3.21) 

(3.22) 

o 

.:!(1)(1)~ = _.:!(l)Q(l)(l) + ~l) [0(2) (1).:!(1)!! 
2[1-0 (1)] 

-3 -2 (1) + 2p(1-p) ..!loGl!! + 2(1-p) .!loG1Q (1) 

+ (1-P)-l.!loG
1
Q(2)(1) - ~BB.(2)(1)], 

.:!(2) (l)!! = -.:!(l)Q (2) (1) _ 2.:!(1) (l)Q (1) (1) 

The higher factorial moments of the queue size can be computed in the 

same manner but the formulae become uninspiringly complicated. Thus they 

will not be shown here. 

Burke [5] shows, using a result from renewal theory, that the probabi­

lity of an arbitrary customer being in the n-th position is given by 

1 00 1 n-l 
r = - L: g. = -(1 - L: g.) 

n g i=n ~ g i=l ~ 
(3.23) 

The probability that a randomly chosen customer is in the k-th position 

in line (including the ones being served) immediately following an arrival 

is equal to 
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k-l 
P

k 
= P(k-th in line) = L x.ex

k 
. 

i=O-~- .. -~ 

Let W
1 

snd W be the time until the first customer of the batch and 

an arbitrary customer of the batch enter the service, respectively. Using 

(3.23) and (3.24), we have 

(3.25) 

(3.26) 

P(W > 0) = 
1 

p(W > 0) 

4. Numerical results 

00 

L x.e . -~­
~=c 

00 

1 -

1 -

c-1 
L x .f! 

i=O-~--

C 

L p. 
i=O ~ 

Using the results obtained in section 2 and 3, we can get many charac·­

teristic quantities such as mean queue lEmgth and mean system length in con­

tinuous time, variance of queue length and variance of system length in 

continuous time, mean waiting time, mean system time, and the waiting proba­

bility of the first customer of the batch and an arbitrary customer of the 

batch. For example, mean waiting time is obtained by using (3.8) and 

Little's formula. We calculated mean waiting times for various service time 

distribution, the number of servers, mean batch size, and arrival batch type 

(constant or geometric). 

45 

Figure 1 gives the mean waiting times for g = 4 and constant and 

geometric batch sizes. Note that the geometric distribution leads to longer 

mean waiting time than the constant batch sizes. Since geometric distribu­

tion has higher variance than constant, this means that the higher the vari­

ance of the batch size, the longer the mE!an waiting time, which is an intui­

tively appealing result. When c is larger than 1, it was also found that, 

in the heavy traffic case, the larger the coefficient of variation of the 

service time distribution, the longer thE! mean waiting time. But, in the 

light traffic case, the smaller the coefficient of variation of the service 

time distribution, the longer the mean waiting time. This result does not 

hold in the single server case (c = 1). 

Table 1 gives some other measures for the constant and geometric case 

if g = 8 and c = 4. 

More numerical results are shown in the extended version of this paper 

[2]. 
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Fig. 1. Sample charts for measures of efficiency ~/PH/C for g = 4 and 

mean waiting time. (H
2 

denotes a hyperexponentia1 distribution with two 

phases and its coefficient of variation is 1:2. p denotes the traffic inten­

sity and is given by p = ~~ ,where ; is mean service time.) 

10 

2 

1 

0.8 

0.6 

Constant 

0.4 '" 

0.2 

0.1 

0.08 

0.06 

0.04 

0.02 

0.01 0 0.2 0.4 0.6 0.8 1.0 
p 

1 

0.8 

0.6 

0.4 

0.2 

0.1 

0.08 

0.06 

0.04 

0.02 

0.01 0 0.2 

Table 1. Various measures of the ~/PH/C queue 

Constant batch size ~/Ez'4 Batch size 8 

p p(W > 0) EW EL VL 

0.1 0.55000 0.51754 0.60702 3.66512 
0.2 0.60000 0.66419 1.33135 8.67589 
0.3 0.65000 0.85302 2.22362 15.91077 
0.4 0.70000 1.10510 3.36816 27.07257 
0.5 0.75000 1.45838 4.91677 45.79947 
0.6 0.80000 1. 98876 7.17303 80.98025 
0.7 0.85000 2.87332 10.84530 159.08914 
0.8 0.90000 4.64331 18.05859 389.65244 
0.9 0.95000 9.95498 39.43792 1681.55060 

0.4 0.6 0.8 1.0 
p 
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Constant batch size JiIH 14 
2 Batch size 8 

P peW > 0) EW EL VL 

0.1 0.55000 0.36881 0.54672 2.80784 
0.2 0.60000 0.51805 1.21444 7.12798 
0.3 0.65000 0.72076 2.06491 14.12545 
0.4 0.70000 0.99954 3.19927 26.09998 
0.5 0.75000 1.39886 4.79773 48.01257 
0.6 0.80000 2.00786 7.21887 92.04675 
0.7 0.85000 3.03473 11. 29725 194.59997 
0.8 0.90000 5.10435 19.53393 506.57233 
0.9 0.95000 11.34641 44.42981 2282.53285 

Geometric batch size ;tIE 14 
2 

Mean batch size 8 

P pew > 0) EW EL VL 

0.1 0.62627 1. 49308 0.99723 15.18963 
0.2 0.66667 1. 76103 2.20883 35.88925 
0.3 0.70738 2.10590 3.72708 65.47637 
0.4 0.74839 2.56613 5.70581 110.37438 
0.5 0.78968 3.21091 8.42183 184.05185 
0.6 0.83124 4.17864 12.42873 318.80830 
0.7 0.87306 5.79222 19.01822 609.07628 
0.8 0.91513 9.02041 32.06532 1438.25712 
0.9 0.95745 18.70696 70.94507 5924.60627 

Geometric batch size JiIH/4 Mean batch size 8 

p pew > 0) EW EL VL 

0.1 0.62545 1. 26382 0.90553 12.99231 
0.2 0.66531 1.54429 2.03543 31. 94990 
0.3 0.70570 1. 90971 3.49165 60.73721 
0.4 0.74658 2.40224 5.44358 106.99879 
0.5 0.78790 3.09776 8.19551 186.38537 
0.6 0.82694 4.14805 12.35331 337.01922 
0.7 0.87174 5.90725 19.34030 670.69670 
0.8 0.91419 9.43785 33.40112 1643.25714 
0.9 0.95695 20.05233 75.78837 6978.95779 

EW Mean waiting time, EL : Mean system length 

VL : Variance of system length 
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