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Abstract In this paper, we consider a three-person silent marksmanship contest. Each of three players 1, 2 and 3 

has a gun with exactly one bullet which may be fired at any time on [0, 11 aiming at his own target. The accuracy 

function Ai(X) for player i is strictly increasing and differentiable with Ai(O) = 0 and Ai(l) = 1. The first player hitting 

his target gets payoff +1 and other two players get payoff zero. For the game, we get a Nash equilibrium point and 

equilibrium payoff for each player. The form of the Nash equilibrium point differs whether At (x)/A 2 (x)A leX), 

A 2(x)/A t (X)Al(X) and A l (x)/A t (X)A2(X) decrease or one of these increases. Some examples are given to illustrate 

the results. 

1. Introduction 

An m-person marksmanship contest is a non-zero-sum game with the follow­

ing structure: There are m players (i.e., contestants) 1, 2, ••• , m and m 

targets, and each target is associated with one player. Every player has a 

gun with exactly one bullet which may be fired at any time in [0, 1] aiming at 

his own target. Starting at time 0, each player walks toward his own target; 

he will reach his target at time 1. If player i fires his bullet at time x, 

the probability that he hits his target is Ai(x). The function Ai(x) is called 

the accuracy function for player i and is strictly increasing and differenti­

able on [0, 1] with A. (0) = ° and A. (1) = 1. The accuracy functions are fixed 
'l- 'l-

and known beforehand to all players. As soon as one of the players hits his 

target, the contest ends and the first player hitting his target gets payoff +1 

and other players get payoff zero. If none of the players hit their targets or 

some players hit their targets at the same time, then the payoff is zero for 

every player. In this situation, each player wishes to delay firing as long as 

possiLle to increase his accuracy, while at the same time he does not wish to 

delay so long that his opponents can precede him with effectiveness. 
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On a Three-Person Marksmanship Contest 327 

A marksmanship contest is noisy if each player knows when the others have 

fired and silent if neither player knows when the others have fired. Thus a 

noisy contest is the game with complete information in which each contestant 

is informed of his opponents' action, firing bullet, as soon as it takes place. 

On the other hand, in a silent contest each contestant is ignorant of any 

firing by the others. 

The model is evidently m-person non-zero-sum game version of the duels. 

Silent duels WE!re solved by Restrepo [4] and noisy duels were solved by Fox 

and Kime1dorf [1]. A more complete bibliography and a discussion of more 

general games of timing are found in Kar1in [2]. Two-person noisy and silent 

marksmanship contests and m-person silent contest with equal accuracy functions 

were solved by Sakaguchi {5]. 

A Nash equilibrium point which is the most basic concept for non-coopera­

tive m-person games is a set of strategies of the m players, with the property 

that no player can improve his expectation by changing his own strategy, if 

the strategies of the others are held fixed (Nash [3]). For example, the set 

of strategies (F*, G*, H*) is a Nash equilibrium point for a three-person game 

if and only if 

M (F~' 
1 ' 

G*, H*) ,;. M1 (F, G*, H*), 

M2 (F~', G*, H*) ,;. M2 (F*, G, H*) 

and 

M
3

(F*, G*, H*) ,;. M3 (F*, G*, H) 

for any strategies F, G and H of players 1, 2 and 3, respectively, where 

M.(F, G, H) denotes the expected payoff for player i when player 1 plays F, 

" player 2 plays G and player 3 plays H. Thus, each player's strategy is optimal 

against those of the others. We note that (F*, G*, H*) is a Nash equilibrium 

point if and only if 

M (F~ 
1 ' 

G*, H*) ,;. Ml (x, G* , H*), 

M2(F~, G* , H*) ,;. M2 (F*, y, H*) 

and 

M3 (F*, G*, H*) ,;. M3 (F*, G*, z) 

for any pure strategies x, y and z of players 1, 2 and 3, respectively. We 

further note that 

M1(x, G*, H*) = M1(F*, G*, H*) for any x in [a, b) 

if F* has a density part over {a, b] and .3imilarly for M2 (F*, y, H*) and 

M3(F*, G*, z). 

2. Formulation 
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328 T. Kurisu 

We consider the three-person silent marksmanship contest. There are 

three players 1, Z and 3, and each player has a gun with exactly one bullet 

which may be fired at any time on [0, 1] aiming at his own target. The 

accuracy function for player i is A. (:x:) with A. (0) = 0 and A. (1) = 1. As soon 
'!.. '!.. '!.. 

as one of the players htts his target, the contest ends and the first player 

hitting his target gets payoff +1 and other players get payoff zero. If none 

of the players hit their targets or some players hit their targets at the same 

time, then the payoff is zero for every player. 

Since the contest j.s silent, none of the players can know whether the 

other players have fired their bullets or not. Furthermore, every player has 

only one byllet, and thus, a pure strategy for each player is determining his 

firing time. A mixed strategy for each player is a distribution function over 

[0, 1] • Let Mi(:x:, y, z) be the expected payoff for player i when players 1, 2 

and 3 fire their bullets at times :x: , y and z, respectively. Then we have rex
) , 

:x: < min(y, z) , 

Al (:x:) {1 - AZ(Y)}' y < :x: < z, 
Ml(:X:, y, z) 

Al (:x:) {1 - A
3
(Z)}, z < x < y, 

Al (:x:) {1 - A
Z 

(y) HI - A
3
(z)}, max(y, z) < x, 

and similarly for M2 (:X:, y, z) and M
3

(:x:, y, z). 

In this paper, we assume that Al (x)/A
Z

(x)A
3

(:X:) , A
2

(x)/A
l 

(:x:)A
3

(:x:) and 

A
3

(:X:)/A
l

(:x:)A
Z

(:X:) are monotone. Then, it can be easily shown that at most one 

of these is monotone inereasing, and so, we suppose that Al (x)/A
2

(:x:)A
3

(:x:) and 

A
Z

(:x:)/A
l

(x)A
3

(x) are monotone decreasing. 

3. The Case with Decreasing A
3

(:x:)/A
1 

(X)A
2

(:x:) 

In this section, w.~ assume that Al (:x:)/A
2

(:x:)A
3

(:x:) , A
2

(:X:)/A
l 

(:x:)A
3

(x) and 

A
3

(:x:)/A
l

(:x:)A
2

(:x:) are st:rictly decreasing functions. Let us define a class of 

mixed strategies for three players in which we shall search for equilibrium 

strategies. We seek fo:r a strategy for player i (i = 1, 2 and 3) consisting 

of a density part f.(x) over the interval [a, 1] and a mass part a. at x = 1. 
'!.. '!.. 

We have with the normalization condition 

Jlf.(:X:)& + a. = 1 
'!.. .~ 

a 
for i I, 2 and 3. 

We note that the function f.(:x:) may be zero on some interval in [a, 1]. 
'!.. 

Let V. 
'!.. 

(i = l, 2 and 3) be the equilibrium payoff of the game for player i. If player 

1 fires his bullet at time :x: in [a, b] (b is determined later), then he gets 
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pay6f f +1 if and only if 

(i) each of players 2 and 3 does not hit his target before time x 

and 

(ii) the shoot of player 1 hits his target. 

Thus, we have 

(1) Vl = Al (x){l - JXA2(Y)f2(Y)dY}{1 - J
X

A3(Y)f3(y)dY } 
a a 

for all x in [a, b]. Similarly, we get 

(2) V
2 

= A2(X){1 - JXA1(Y)fl(Y)dY}{1 - J
X
A

3
(Y)f

3
(y)dY } 

a a 

and 

(3) V3 = A3 (x){1 - JXA1(Y)fl(Y)dY}{1 - JXA2(Y)f2(y)dY} 
a a 

for all x in [a, b]. From (1), (2) and (3), we get 

(4) V. = A. (a) , 
'l- 'l-

and thus, 

'x 
(5) 1 - JaAi(Y)fi(y)dy <p.(x)/<p.(a) 

'l- '!-

for all x in [a, b], where 

and 
1/2 <P

3
(x) = {A

3
(x)/A

1
(x)A 2(X)} . 

By differentiating (5) with respect to x, we obtain 

(6) 
<p ~ (x) 

'!-
fi(x) = - A.(x)<p.(a) 

'!- '!-

for all x in [a, b]. 

329 

We have assumed that A
1

(x)/A 2(x)A/X) , A2(x)/A
l

(x)A
3

(x) and A
3

(x)/A l (x)A 2(a::) 

are strictly decreasing, or equivalently, <P~(x) < O. Thus, we get ,.(x) > 0 
'!- '!-

for all x in ra, b]. It is easy to show that the equation 

J
b <p '. (Y) 

- /(Y) dy = <Pi(x) 
x '!-

has a unique root in [0, b] for any value of b in (0, 1]. 

root a of the equation 

Let a. be the unique 
'!-
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330 T. Kurisu 

Without loss of genera1:Lty, we assume a
1 
~ a

2 
~ a

3 
and set a = a

2 
and let b be 

the unique root of the equation 

Then as player 1 has fired his bullet before time b, we have 

(7) V
2 

= A2 (x){1 .• tAl (y)f1 (y)dy}{l - rA3(Y)f
3

(Y)dY} 
a a 

and 

(8) V3 = A
3

(x){1 .• tAl (y)f1 (y)dy}{l - rA2(Y)f2 (y)dY} 
a a 

for all x in (b, 1). 11: follows, from (4), (5) and (8), that 

1 Aj (x) 
f

2
(x) = ----

2 
<P1 W) <P2 (a) A2 (X)A

3 
(x) 

for b < x < 1. 

Similarly, we get 

1 Ai (x) 
f

3
(x) ----

<P 1 (b)<P3 (a) 
2 

A2 (x) A3 (x) 
for b < x < 1. 

In this case, et
1 

= 0, and et
2

, et
3

, a and b are determined as follows: 

t fl (x)dx = I, 
a 

et. = 1 - Ilf.(X)dx 
t. t. 

a 
i 2 and 3 

and 

et
2

et
3 

= 0, 

Note that the simultaneous equations 

( 
t f1 (x)dx = 1 
a 

J:fi(X)dx = 1 (i = 2 or 3) 

have unique roots a and b if a
1 
~ a

2 
and a

1 
~ a

3
, 

Theorem 1. Let us suppose that A1 (X)/A
2

(X)A
3

(X) , A
2

(x)/A
1 

(x)A
3

(x) and 

A3 (x)/A1 (x)A2(X) are strictly decreasing on [0, 1]. Let a
ij 

and b
ij 

be the 

roots of the simultaneous equations 
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I
b .• 
~J g.(x)dz '" cjl.(a .. ) 

'Z- 'Z- 'Z-J a .. 
Z-J 

I
b .. 1 Il 

z-J g . (x)dz + g'ik(X)dz 
a . . J cjl . (b . .) b . . < 

z-J 'Z- 'Z-J 'Z-J 

cjl .(a .. ) 
J 'Z-J 

(1 ~ i, j, k ~ 3, i -f j, i f k, j f k), where 

g.(x) '" - cjl~(x)/A.(x) 
'Z- 'Z- 'Z-

(i 1, 2, 3) 

and 

(1 ~ j, k ~ 3, j -f k). 

Let a be the maximum value of a .. such that 0 < a .. < b . . < 1 and let b be the 
'Z-J 'Z-J 'Z-J = 

corresponding value of b... Then a set of equilibrium strategies is given as 
'Z-J 

follows: 

(i) If a '" a
1j

, then 

f*(x) '" 
{ "1 (x) "1 (a), 

1 0, 

for a ~ x ~ b, 

for b < x ~ 1, 

f~(x) 
{ ",(x)!;,(x) , 

g23(x)/cjl2(a)cjll (b), 

for a ~ x ~ b, 

for b < x ~ 1, 

f*(x) '" 
{ ",(x)!;,(x) 

3 
g32(x)/cjl3(a)cjll (b), 

for a ~ x ~ b, 

for b < x ~ 1, 

and at O. Moreover, if a '" a12 , then 0. :~ 
2 

0 and a~ ~ 0 and if a '" a
13

, then 

a~ ~ 0 and a~ '" O. 
(ii) If a '" a

2j
, then 

{ "1 (x)!;1(a) , 
fl(x) '" 

g13 (x)/cjl1(a)cjl2 (b) , 

for a ~ x ~ b, 

for b < x ~ 1, 

~(x) 
{ ",(x)!;,(a) , 

0, 

for a ~ x ~ b, 

for b < x ~ 1, 

{ ",(x)!;,(a) , 
f~(x) '" 

g3l(x)/cjl3(a)cjl2(b) , 

for a ~ x ~ b, 

for b < x ~ 1, 

and a~ '" O. Moreover, if a '" a 2l , then a:~ 
1 

0 and a~ ~ 0 and if a '" a
23

, then 

0.* > 0 1 = and a~ '" O. 
(iii) If a '" a

3j
, then 

tr(x) '" 
{ "1 (x)!;1 (a), 

g12(x)/cjll(a)cjl3(b) , 

for a ~ x ~ b, 

for b < x ~ 1, 
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I g2 (x)1<P 2 (a) , 
f1(x) 1 g2l (.1:) 1<P2 (a)4>3 (b), 

1 
g3(x)l<P/a) , 

f1(x) = 
0, 

for a ~ x ~ b, 

for b < x ~ 1, 

for a ~ x ~ b, 

for b < x ~ 1, 

and a~ = 0. Moreover, if a = a 3l , then a! ° and a~ ~ ° and if a = a32 , then 

a! ~ ° and a~ = 0. 

In all these cases, the e,quilibrium payoff V. for player i is A. (a). 
~ ~ 

Proof: Without loss of generality, we assume a = a 12 . Let Mi(x) be the 

expected payoff for playe,r i when he plays a pure strategy x and other two 

players play the strategies described in Theorem 1. We have already shown 

Ml(X) = Al (a) VI for a ~ x ~ b, 

M2(X) = A2(a) V2 for a ~ x < 1 

and 

M3(X) = A3(a) = V3 for a~x < 1. 

It is easy to see, for i = 1, 2 and 3, that 

M.(x) = A.(x) < A_.(a) 
~ ~ v 

V. 
~ 

for all x in [0, a). 

Furthermore, we have 

Ml (1) = {I - IIA2(Y)f~(Y)dY}{1 - IlA3(Z)f~(Z)dZ - a~} ~ VI' 
a a 

{I - fI Al (x)f!(x)dx}{l - IlA3(Z)f~(Z)dZ - a~} ~ V2 
a a 

and 

M3(1) = {I - IIAl(X)ff(X)dx}{l - I
l
A2(Y)f1(Y)dY } V3. 

a a 

For b < x < 1, we get 

Ml(X) = Al (x){I - I
X
A2(Y)f1(Y)dY }{1 - IXA3(Z)f~(Z)dZ} 

a a 

Al (x) 

A2 (x)A 3 (x) 

since Al (x)/A 2(x)A 3(x) is decreasing. Thus, for i = 1, 2 and 3, we have 

M.(x) <A.(a) = V. 
~ = ~ ~ 

for all x in [0, 1]. 

This terminates our proof. 

Copyright © by ORSJ. Unauthorized reproduction of this article is prohibited.



On a Three-Person Marksmanship Contest 133 

From Theorem 1, it is seen that, if three players play the equilibrium 

strategies, one of the players fires his bullet over the time interval [a, b] 

and another player fires over the time interval [a, 1] and the remaining player 

fires over the same interval [a, 1] and at time 1 with some probability which 

may be zero. This is a generalization of the results for the two-person silent 

contest. 

In this seetion, we assume that A
3

(x)/A
l 

(x)AZ(x) is monotone increasing. 

We shall seek for a Nash equilibrium point in the following class of strate-· 

gies: 

(i) Player i (i = 1 and Z) fires his bullet at time x belonging to the tiDle 

interval [a, 1] according to the density function f.(x) and at time 1 
"l-

with probability (1.i' 

(ii) Player 3 fires his bullet at time x belonging to the time interval [b •. 1] 

where a < b according to the density function f
3

(x) and at time 1 with 

probability (1.3' 

We have with th,~ normalizing conditions 

flf.(;C)dx + (1.. = 1 
"l- "l-a 

for i 1 and Z 

and 

J>3(;C)dx + (1.3 = 1. 

As before, we s'~t V. (i = 1, Z and 3) be the equilibrium payoff of the game for 
"l-

player i. Then, since player 3 does not fire until time b, we have 

(9) VI = '~l (x){1 - fAZ(y)fz(Y)dY } 
a 

and 

(10) Vz = AZ(x){l - fAl(Y)fl(Y)dY} 
a 

for a ~x ~ b. Therefore, we get 

(11) V. ,<1. (a) for i 1 and Z, 
"l- "l-

and thus, 

(lZ) flex) 
Az(a)Ai(x) 

for a ~x~b Z 
Al (x)A

Z 
(x) 
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and 

(13) for a .;, x ~ b. 

Let a
1 

and a
2 

be the unique roots of the equations 

I:f1 (X)dx = 1 and I:f2 (X)dx = 1, 

respectively. Without loss of generality, we assume a
1 
~ a

2 
and we set a = a

1 
and a

1 
= O. Since player 1 has fired his bullet before time b, we have 

and 

(15) V3 = A3 (x){1 - JbA1(Y)f1(Y)dY}{1 - J
X

A
2

(Y)f
2

(Y)dY } 
a a 

for b < x < 1. By means of (11), (12) and (13), (14) and (15) become as 

follows: 

(16) A2 (b) = A2 (x){l - J:A 3 (Y)f3 (Y)dY } 

(17) 
A2 (a) A1 (a) JX 

V = -- A (x){-- - bA2(Y)f2(y)dy}. 
3 A

2
(b) 3 A

1
(b) 

From (16), we have 

AZ (b)A~ (x) 
f3 (x) = --'-­

A
Z 

(x) lA3 (x) 

and from (17), we get 

and 

for b ~ x < 1 

for b < x < 1. 

In this case, a Z' a3 , a a~d b are determined as follows: 

I:f1 (x)dx = 1, 

a
Z 

= 1 - ffz(,x·)dx, 
a 
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We note that the simultaneous equations 

f:f1 (X)dz = 
b 

1 J f1 (x)dz = 1 
a 

f:fz(X)dz = 

and 

(f3 (X)dz = 1 1 

have unique roots a and b. 

Theorem 2. Let us suppose that A
3

(x)/A
1

(x)A
2

(x) is increasing over 

[0, 1]. Let a . . and b .. (1 < i, j < 2, i '" j) be the roots of the simu1tan,eous 
1.-J 1.-J = = 

equation 

f
b .. 

1.- Jg .. (x)dz = 
a .. 1.-J 

1.-J 

f
b .. 

1.- Jg . . (x)dz + 
a .. J1.-

1.-J 

1 

A .(a . . ) 
J 1.-J 

A3 (b •. ) f1 
__ 1.--"J_ g'3 (x)dz = 

A. (b .. ) b .. •7 
1.- 1.-J 1.-J 

1 

A. (a . . ) 
1.- 1.-J 

and let a
i3 

and b
i3 

(1 ~ i ~ 2) be the roots of the simultaneous equation 

f
b
i3 

g'3 .(x)dz = 
1.- -1.-a

i3 
A

3
_

i 
(a

i3
) 

1 

where 

g .. (x) = A'.(x)/A.(x)A.(x)2. 
1.-J J 1.- J 

Let a be the maximum value of a . . such that 0 < a .. < b .. < 1 and let b be the 
1.-J 1.-J 1.-J = 

corresponding value of b... Then a set of equilibrium strategies is given as 
1.-J 

follows: 

(i) If a = a
li

, then 

f!(x) = 

f~(x) 

J A2 (a)g12(x) , 

1 0, 

{

AI (a)g2l (x), 

Al (a)A
3 

(b) 

Al(b) g23(x) , 

for a ~ x ~ b, 

for b < x ~ 1, 

for a ~ x ~ b, 

for b < x ~ 1, 
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for a ~ x ~ b, 

for b < x ~ 1, 

and a~ = o. Moreover, if a = a 12 , then a~ .. 0 and a~ ~ 0 and if a .. a 13 , then 

a* > 0 and a* = O. Z = 3 
(ii) If a = a2i , then 

ft(x) 

f~(x) 

f*(x) = 3 

{ 

AZ(a)glZ(x), 

A2(a)A 3(b) 
A.Z(b) g13(x) , 

J Al (a)g21 (x), 

1 0, 

J 0, 

1 Al (b)g3l (x), 

and a~ = O. Moreover, if a = a 2l , then at 

at ~ 0 and a~ ~ O. 

0 

for a ~ x ~ b, 

for b < x ~ 1, 

for a ~ x ~ b, 

for b < x ~ 1, 

for a ~ x ~ b, 

for b < x ~ 1, 

and a* > 0 3 = 
and if a = a

23
, then 

In tnese two cases, the I~quilibrium payoff V. for player i is given as follows: 
'/.. 

v = 
3 

Al (a)A
Z

(a)A
3

(b) 

Al (b)A
Z 

(b) 

Proof: Without loss of generality, we assume a = alZ. Let Mi(x) be the 

expected payoff for player i when he plays a pure strategy x and other two 

players play the strategies described in Theorem Z. It is easy to see, for i 

= 1 and Z, that 

M.(x) =A.(x) <A.(a) 
'/.. '/.. '/.. 

We have shown 

and 

M (x) = A (a) " V 
Z 2 2 

V. 
'/.. 

for 0 ~ x < a. 

for a < x ~ b 

for a ~ x < 1. 

Since Al (x)/A
2

(x)A
3

(x) is decreasing, we have 

Ml (x) = Al (x){l - I:AZ(Y)f~(Y)dY}{l - J:A3(Y)f~(Y)dY} 

Moreover, 

for b < x < 1. 
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M.(x) <A.(a) 
1.- = 1.-

We further obtai.n 
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V. 
1.-

for i = I and Z, and 0 ~ x ~ 1. 

337 

V., • ,,-

< 
Al (a)A

2 
(a)A

3 
(b) 

for 0 ~ x ~ a, 
Al (b)A Z (b) 

and 

M3 (x) '" A3 (x){1 - rAI (Y)f1(y)dyHI - rA2(Y)f~(Y)dY} 
a a 

Al (a)A
2 

(a) 

'" A3 (x) Al (x)A
2

(x) < 
Al (a)A

2 
(a)A

3 
(b) 

ill (b )A Z (b) 
for a ~ x < b 

since A3 (x) /AI (.r)A
2 

(x) is increasing. We have shown 

Al (a)A
Z 

(a)A
3 

(b) 

M3 (x) '" A
I

(b)A
2

(b) for b ~ x < I 

and it is easy to see 

M
3

(1) '" {l - IbAI (Y)f1(y)dyHI- tA2(y)rz(Y)dY } 
a a 

Al (a)A
z 

(a)A
3 

(b) 

A
1

(b)A
2

(b) v3 · 

Thus, we get 

for 0 ~ x ~ 1. 

This completes our proof. 

5. Examples 

We give some examples of three-person silent marksmanship contests. 

Example 1. Let Al (x) '" A
2

(x) '" A
3

(x) '" x. Then 

f!(x) '" f~(x) '" f~(x) 

where a '" 0.2831. Moreover, V
1 

1 l/Z -5/Z 
2a x 

V2 '" V3 '" 0.Z831 

for a ~ x ~ 1, 

and a* 1 '" a~ '" a~ = 
coincides with the result by Sakaguchi [5 J • 

Example 2. Let A1(x) '" A
2

(x) '" x and A3 (x) 
3/2 

'" x • Then 

O. This 
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3 3/4 -11/4 
t;a x 

f *(x) = 1 1/4 -11/4 
3 t;a x 

for a ~ x ~ 1 

for a ~ x ~ 1, 

where a = 0.3577. Moreover, V1 =- V2 = 0.3577, V3 = 0.2139, Cl! = 

the value of b is 1 in Examples 1 and 2.) 0.4427. (Note: 

Example 3. If Al (x) 
3/2 = x and A2 (x) = A

3
(x) = x ,then 

f!(x) 
= { ax-

3 

0, 

and 

f*(x) = f*(x) ,= f 
2 3 l 

a ~ x ~ b, 

b < x ~ I, 

1 1/2-3 2" a x , 

2. 1/2bx-4 
2 a , b < x ~ I, 

CI* = 0 and CI* 2 3 

where a = 0.3892 and b 0.8268. Furthermore, Cl! = CI~ = CI~ = 0, VI 0.3892 

and V2 = V3 = 0.2428. 
3/2 2 Example 4. If Al (x) = x, A

2
(x) = x and A

3
(x) = x then we have 

1 
5 5/4 -13/4 

-z;a x , 

0, b < x ~ 1, 

a ~ x ~ b, 

b < x ~ 1, 

~(x) j 
1 1/4 -13/4 t;a x , 

3 1/4b5/4 -9/2 2" a x, 

a ~ x ~ b, 

b < x ~ I, 

where a = 0.4456 and b = 0.9154. Furthermore, we get Cl! = 
0.4375, V

1 
= 0.4456, V2 ., 0.2975 and V3 = 0.1986. 

1/2 2 Example 5. Let Al (J:) = x ,A
2

(x) = x and A
3

(x) = x 

f!(x) 

11 (x) 

f~(x) 

ax , a ~ x ~ b, 

{ 

-5/2 

0, b < x ~ 1, 

"2 a x , a ~ x ~ b, 

1 
1 1/2 -5/2 

2a1/2b3/2x -4, b < x ~ I, 

{ 

0, 

-4 bx , 

a ~ x ~ b, 

b < x ~ I, 

CI~ = 0 and CI~ 

Then 
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where a = 0.29i'5 and b = 0.9269. Moreover, at 
0.5454, V2 = 0.2975 and V3 = 0.1562. 
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