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§ 1. INTRODUCTION

The problem of finding the probability distribution in the station-
ary state in the birth and death process has been solved mainly by solving
the difference equations which are derived from the differential equations
on P,(t)=P{X,=E,}®. Here, X; signifies the random variable at time
t. This is an attempt to solve the problem by quite a different method.

The birth and death process can be considered as a continuous
Markov process with time ¢ as parameter. From definition of the process
it is impossible that two or more transitions occur at a time. Then, at
least in the practical problems of operations research, we can assume that
time interval can be taken sufficiently short to neglect the probability
of two or more transitions in a interval, i. e., we fix the time interval
in a finite length, %, satisfying the above condition. Throughout the paper
no further considerations are given to the validity of the existence of
such a short time interval.

If we observe the state every % unit time, we shall be able to
know the state after mh=¢ unit time by clarifying the state of the n-th
transition. On the other hand, if any state continues for r unit time, it
is observed n times ((t/h) —1<n<(z/h)+1). Hence, if any state is obser-
ved z times, it will continue for (n—1)h<r<(n+1)k unit time. It is
harmless to regard it as r=#nh. Consequently we can take the birth and
death process as a Markov process with the discrete parameters which
has a sufficiently short time interval #. We think that the result of the
trial which is made every & unit time(% is sufficiently short interval)is
a Markov chain®, and we can apply the theorem of Markov chain. The
transition probabilities p;/’s from E; to E; are properly given as follows.

Pywm=4h (20),  py=mh (G=1),
Do, i=1—2sh—ph  (i21), Do, 0=1—2oh,
b, =0 (lj—11=2).
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Let p:;;™ be the probability that X, starts from E; and that reaches
to E; by the n-th transition. If we look for lim p;;‘®’, we can obtain the
n— oo

probability that X, is in state E; after a sufficiently long time. Moreover,
this probability does not concern with the initial state. Consequently it
gives the absolute probability of E in the stationary state.

§ 2. THE CASE WHERE THE NUMBER OF
VALUE X; CAN TAKE IS FINITE

Let X; be the random variable at time ¢, and E,, E,, ----, E, be
the value which X, can take. In that case, as the transition is possible
only from E, to E,.;, the transition probabilities are

Py wm=Ah (0=isr—1), A i—x"—“#zk 1zi<r),

by =1—2h—ph (1Sisr—1), Do, 0=1—2oh, Dre=1—p.h,

ps, =0 (lj—i|z2).
Using these values we look for the recurrence probability of E,, fo® (n
=1, 2, 3, :---) (the probability that the first return to E, occurs at time
n). For convenience’ sake, put

by, 1D, 1= Py, =P
Apparently
JoP=1—2h. (1)

For #=2, in one case, in first 1 unit time, transition E,—E, occurs, but
in the next (#—2) unit time no transition occurs. In the last 1 unit time
E\—~E, occurs, and the state returns to E,. In the other case, let E; be
the farthest state from E; in »# unit time (2ZIZ7), and let s, 8, -« -,

Si-y; my, me, -, my satisfy the equation

-1 1

n=2+23 s;i+ X om; (=1, m;=0). (2)

i=1 i=1
Then, in the first 1 unit time transition E,—>E; occurs; in the next
(n—2) unit time, transitions E,»FE,; E,»E,; ----; E,~E;; E,~»E,,
E;—»E,; Es»Es; Es—Ey; -+ ; El > E, E,~Eiy occur my, my, -+ -+, my;
S1, Sz, -+ -+, ;-1 times respectively; and in the last | unit time transition

E,—»E; occurs and the state returns to E,. First, the probability of the
former is

a B2 o
Taking the order of transition into consideration,- the probability of the
latter is -
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A :<Sl+52”"1><52+33—1> ..... <$L—1+sl"'1><31+m1><51+52+7ﬂ2—1)
A osi—1 s—1 sio—1 my ms
...... (SL—2+SL—x+ml—1—1>(’st—x+mt—1>
M-y \ my
Y T SA P TR az—ls"'ﬁlm'ﬁzm" e "Bl"”. ( 3 )
Hence,
fw=1-thtarit 5[ 8 A’] W
i= 1- 11
n=2+2 3 s+ > m;
P s
Here, >

means the sum of A; about sy, Ss,

crry Si-1; My, M,
n=24+2 3 s+ 3, my

-+++, m, which satisfy(3).

We introduce the lemma for computing Zlfo("’, and 21 nfo™.
Lemma
If
=1,
Uy=A Ao Ayt e Ayt ppe oy (J21),
vj=2021' e 'Zj,ulllz' Y 7231 (j—>_=0):

then
. Aofti & {,,,, Axfli+y 7{\’"
® At o s§1 (et pae)(Aess T+ fresr)
g Si+sz+1—1> Aiftins J"} Vg
X P ———. — , 5Y)
zl:Il { s.-z=1 ( si—1 L (Aot p20) (Qaer+ proer) Urlhr+i (5)

o A S {_%L}“
(11) 11"'}11 s§1 2k+ﬂk
= < si+si+1_1)|: Ziyiﬂ :I“} 2021. . 'Zk
= 6 .
8 ‘1:11 { Siz=:1( si—1 (At prs) Qs+ pravr) Uz ( )
Jopy T { < <Si+si+1—1>{: Aot }‘"}
i) At i=Hl ’¢Z=:‘ si—1 Qi+ ) Qewr+ praer)

Ve [Q@:LJFPHQ&T*”“

Ui+

Ug+t
Using these lemmas,
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Z o M=1—2h+ Zaoﬁ1m’

= ny=

Z (11)—-—1 loh ”;i o(2+m1)‘3 Zr[si......i.i

n=1 1=2 p-1=1 s1i=1 m=0
o r=1 e
o Z <2+2 Z S+ Z mi>ALil 2021 JL_ ( 9 )
my=0 =0 fiflo** fli+1

These relations hold unconditionally. The proves of (5) ~ (9)are given in
the appendix.

Generally, in order to look for the mean recurrence time of Ej,

> nf™, we distinguish three cases: where the first transition is E;—

n=1

Eyxy, Ex—>Ey, and Ey—>Ey. Then,
3 nfiw= > nP{(the first transition is Ey—>Ei ;) N (Ep 1~ E;
n=1 n=1

occurs for the first time at the n-th transition)}+ 3 #P{(the first tran-

n=1
sition is Ey—>Ey-1) N\ (Ex-1> E; or Ey—>E, occurs for the first time at
the n-th transition)} -+ 21 nP{(the first transition is Ex— Eg+1) N\ (Epa1—~>Ex
foym

occurs for the first time at the »n-th transition). (10)

Here, (9) is applied to the first and the third term, the number of
their states being 241 and »—k+1 respectively. But in the first term,
the replacement of parameter, ;- x4, ft:i—> A iS required, in the third
term Ay Asex, pi—>pive 1S required. Moreover as the first transition is
Ey—»>E,, or Ey—>E, we must deduce 1—pih or 1—2Azh respectively
from the value which is obtained by applying(9). The second term is
apparently 1—A4.2—p k. Hence,

- Me | Mefe-) Hrle-1”
=11 R Pefe-1"" L 1o h }
DAL { PR N TS Ty A Nl U )
+{1_1kh—/lkh}
+{1+£+_&"1’°7+1+ e Auhe1” " Ar-t (1—21;11)}
Lr+l Pre1Mir2 WWeriflrres* ** Ur
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k [P r—k-1 [N
=1+ > %"T:ﬂ‘lﬂ_}_ > ,A.gf, ,717‘3(?__ (11)

Ry P £=0 Lp+1° " " flr+itl
This is the finite value unconditionally. Consequently, we can apply the
theorem of Markov chain‘®, and obtain the next theorem.
Theorem 1 In the birth and death process such as X; can take
the value Ey, E, ----, E,, put
P{Xz=Elc] :Pk(t)v
then, we obtain

r-1 -1
1)0=11mP0(t)*<1+Z 1021'" Z > ,

0 flyfio: flz+1
(12)
r—k-1 -1
p,,—hmPk(t)——<l+ Z 1 ”’3‘—“4 > - 1’“ e ) (k=1)
k~-1° k-1 =0 [Mr+1° " Mr+i+l

This probability does not change even if we know the initial value.

For example, we consider the next problem. This is the problem
whose solution has already obtained by W. Feller®,

We consider automatic machines which normally require no human
care. However at any time a machine may break down and call for a
human service. If at time ¢ the machine is in working state, the proba-
bility that it will call for a service before time ¢+% is Ah+o(h). Con-
versely, if at time ¢ the machine is being served, the probability that
the serving time terminates before ¢4/ and the machine reverts to the
working state is ph-+o(h). We suppose that m machines with the same
parameters 1 and g, and working independently are served by a single
repairman. A machine which breaks down is served immediately unless
the repairman is serving another machine, in which case a waiting line
is formed. We say that the system 1is in state E; if £ machines are not
working. Let P,(f) be the probability that # machines break down at
time {, and we try to look for

j);c=lim Pk (t) .
t— oo
In this case the parameters are

10=m1’ )UO=0:
Av=(m—Pk)2, m=p (A=kZ=m).

If we substitute these values in(12), we obtain
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pk_( T m— k+1>,z (m— k+1)(n7‘75?2')72+

M _l_(m—k)l
(m k+1) (m—k42) - (m—1)mAr 7
(m—k)(m~k—1)22+” (m—k) (m—Fk—1)-- folrlf"“_’“>‘1
ek
=f'< ( 2 (=0, 1, -+, m). (13)
£0(7)()
Consequently,
O
2e()) Eals)
(m—_k)'( ” ><i>"‘_’° (14)
—m—=k\p) 1 _
T gy sy

This accords with the result of W. Feller®.

§ 3. THE CASE WHERE THE NUMBER OF VALUE
X: CAN TAKE IS INFINITE
Transition probabilities are given as follows.
Pi,t+1=2th (i;O), j t—xzﬂih (igl),
by i=1—Ah—ph (i=1), Do, 0=1—2oh, (15)
by, ;=0 (li—il22).

Using these values, we look for the recurrence probability fo‘”. Appa-
rently we obtain

JoP=1—2oh. (16)
As to =2, in the same way that we derive(13),
""—aoﬁl" 2+ 2 I: 21 , AL:|. (17)
-

n=2+2 X si+ 3, mg
$=1 =1
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hence,
Z COR loh“f-zaoﬁﬂ"‘ Lzz[zl......zl.zo......ZAZJ
n= mp=0 = 8i-1= 81=1 m= mi=9
=1—Ah+h
Aokt §o Uithisy

however, as the following relation is proved by mathematical induction,

JA2V R
5 _fE’Jliz_“ ki
i=0 Uilli+y Sl 2V
1 5
+ 2 B A A
we obtain
e
S =1t --p‘#—k——i. (18)
n=1 1o 0" g
1+ E F R

Pape ,Ui

Hence, according to convergence or divergence of the series Z F L
14A2°

it is introduced that Z‘fo("’<1 or Zf(,(") 1 respectively. If hm‘u"<1

-0
> paflen ‘q—converges and if lim-*" ->1, even if lim p———oo it diverges.
=1 2 /22‘ L 21; n—oo ln n— 00 /2
Moreover if 11mﬁ~—1 as lim ¥ fliu—z—' fin +0 it diverges. If the limit of
n—ro0 ln 7—+c0 2122 l
Hapre s phy

1 does not exist, we cannot decide whether Z,' converges or

A Ahge Ay
diverges. Hence, from (18)we obtain

. [ =1 /lf hm‘u"_1>
n)

n—ro0 2
Z'O fo (19)
"= <1 <1f lim /;"< 1>

Next, the mean recurrence time of FE,, Z‘ nfo® is obtained in the similar
n=1
way as (9) was introduced.

Zln fol® =1—2h+ Za0(2+ml)ﬂlm'

my=0
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5| B BB B2z s Zmal
CR N )
R e & 20
‘E’ﬂllh‘"‘ui‘i‘l (20)
If lim &=t <1 it converges, and if lim A 21 it diverges.
ni—o0 flp new fin

o

Let us seek the mean recurrence time of arbitrary state E;, >,
n=1

nfy™. Similarly to finite states, we distinguish three cases: where the
first transition is Ey—>Ey-;, Erx—>Er, and Ey—>E,.. By changing the
parameter, we can apply (9) or (20). Then we obtain

)
Z ™=

e S RN
lk Cr e Ap—tet 420 Mgartc Mrie

Whether the term of infinite series converges or not depends upon
whether (20) converges or not.
Applying the theorem of Markov chain‘® to the above, we obtam
the next theorem.
Theorem 2 In the birth and death process such as X; can take
the value Ey, E;, E;, ----, let Py(¢) be
P{X;=FE) =P (t).

If lim “*21 and lim -2

n—o Ap n—ro [ln—l

o0 1011. Ry )-1
1 P —<1 : -
lm o) + ZO Pt " Hivl
Pk—llm P (2)

>1, we obtain

<1+ Z et /‘f"ﬂq- i A Apes )4 (k=1). (21)

A1 At i=0 fhr+1” "7 " flg+it)

Otherwise we obtain
pk=1im P () =0. (22)

When lim ‘%<1 or lim -27‘<1 the probability that the length of queue

N0 An N—oo An-|
is finite is 1.

For example, we consider the next problem. This is the problem
whose solusion has already been obtained by W. Feller®.,
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Suppose that there are a trunks and that the probability of a con-
versation ending during the interval (¢, {+4) is ph+o(h), and that two
or more conversations ending is o(k). The probability of an incoming
calling during the interval (¢, ¢4+ 4) is 2h+o0(h) and that of two or more
incoming calling is o(k). If all trunks are busy, each new call joins a
waiting line and waits until a trunk is freed. Let us look for the proba-
bility pk:,lbim P, (t) that k& calls are in cenverastion or in waiting line

after a long time. In this case

kp (1=k=Za),
1k=l, Be=
ap (kza).
First of all, from

tn__y. Mo Q[
fim 22 —tim #* =%

if (ap/4) =1 then we obtain p,=0 (k=0, 1, 2, --.-). This means that if
(ap/2) =1 the queue is infinitely long. If (ap/d)>1, pr is decided as
probability distribution. From (21) we obtain

A (R (A R
+....+,,,1d(z> "
(ﬁ’)aﬁl’i (ft)a:zlfl]

atav* y
2 k
[1+k*+k(k (% >+--~-+k!<—2’> 4,104

2 1
[1 © 2'( )+””+az

+'zm>l<k’i:2’>"(§‘>2+ G R <a—1>a(’f;>a k
(k+1)(k+2)1 (e 1>a2<2>a MJ“'"J
=u(5)p @so,

L e B g k—a(,ﬁ,)ka k-a <l‘>k ot
Dx [a2+a<z>+ +a P +a*%a 3

k—a+2 k
+a*¢a(a+1) (;‘> +--e - +ak el (g)
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2 T-1

:/flmf(fzr)"po (k=a).

altad e\ p

Namely if (ap/2) >1, we obtain

- ,/ kl! ('fj)kpo (k<a),

pk—[ 1 <2>Po (k2 a).

alak-e
This accords with the result of W. Feller®®,

(24)

§ 4. CONCLUSION

Although the birth and death process is a Markov process with
continuous time ¢ as parameter, we can take it as the Markov process
with the discrete parameters which has a sufficiently short time interval
h. Hence we looked for the probability distribution in the stationary
state using the theorem of Markov chain. If we suppose, in other words,
that the parameters of input and output in state E, are A, and p,
respectively, the probability p, that X; is in state E, after a long time
is represented as follows.

When the number of states is finite (r+1)
s PV TERRRP ! >

=(1+
bo < ;57/11/12 ,Ui+1

r-k+1 s -1
D s e I 38
lk 10 Ageg 120 Ugel”c Mrtiel
When the number of states is infinite, if lim IJ">1 and lim X,u,. >1,
R Apn n—oe Ap—y
= e -1
pom( 5 200 )
i=0 fhafle: vy
d C M-tk -ty hd <o lxr \7!
pe=(1+ Z Z — (kz1).
o CAg-t {20 Pt Pt
if lim Fn <1 or lim tn =1,
n—o0 Zn n—-oeln—j
pe=0 (k=0).

Copyright © by ORSJ. Unauthorized reproduction of this article is prohibited.



Markov Chain and Birth and Death Process 37

They were introduced by quite a different method from the usual one
that solves the difference equation derived from the differential equation.
We made sure that in each case the result accords with that obtained
as to some simple problems by the usual method.

APPENDIX : THE PROOVES OF (5)~(9).
The proof of (5):

Aot 3 JLE]’“‘I{ > (Sf“tﬂ*l [, | At ,,Tt}
31+#1sk=1[(1k+ﬂk) Aent ) =1 lg2\ si—1 ) (Ri+p20) g1+ i)
Ay & Axfrr :I"‘”
At u=1I:(1k+#k) (A1 + 1)

Aipre
y kﬁl { i <Si+si+1+1>[ Aiftin }"“} . Ay ) Rotp12)
[

i=2 lg=0 ) (11‘,‘,'/1;) (A1 i) - A wm]"'“
(A1 +f21) (Aot p2)

SO [ _.Z.'z#k;g_i]““ T (3 (St+3i+l+l>[,ﬁ,_ﬁ, tiptin ]‘}

1% gy =0 L(Ax+ 22) (A1 + Hr+1) i=3 lg=0 Si (A1) (Rges o)

% i <52+$a+1>[7(711j:£{1) 12/‘3:“"“

$-0 Sz (Ag+pts) w2

. v, = [ Xk#k‘ﬂ ]n-#l

w8y se=0 (Ax+ ) (Agr1+ ar)
i (Si+$i+1+1) [ B _7iztlli+1 i ]l{+l]
21=0 St (A1) (Agar+ pivy)

Ss+54+1>l: Y TR }"‘\1
S3 (At ps) ug

X
Ms
N ——

Uk & Axftrr }"“ & (Sk-1tSkt 1)[ A1t ¥x—2 ]""”
T Mgyt 5izo |:(2k+ﬂk) (Apr1+ 1) sH:o( Sk-1 (R px) Ur—1

R - Aktest se+l

T g1t sem0 [ (At ) (3k+1+#k+1)]

T ugtter

‘The proof of (6):
From the 7-th line in the proof of (5),
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Aoty i [ A _T' kﬁl [ i <Si+$i+1—1)[¥A}illiﬂ }51}
Aty semt LAp+pel =1 lsmi\ sg—1 Qu+£20) Rus+ i)

_ Vg-1 i |:7i_}u+l
Up-1Ug 5:=0 L Ap+ Mg
_ oAy A

Uy

The proof of (7):
From the 6-th line in the proof of (5),

Aoty ﬁ{i(si‘l‘siﬂ_l)‘: . Agfring ""“T‘}
A+pa=1 lsim1 Si-1 A4 120) Agrs+fron1)

_ Uk 8 <Sk+sk+1+l)|: AgftirUe-1 *TW
x

Ug—1 g 5:=0 Sk (g1t prea) u
vk ‘:V(lkﬂ'f',ukﬂ)uk}“"*‘l
UyUy+y Up+L ’
The proof of (8):
rr oo w oo ©
Zfo(n)—_]_ Ah+ Z 0’0.317’“ Z [Z . D ML) METRO - A”
my=0 =2 L§=1 81=1 mi=0 m=0
1oy ek s [lomh = [ Japn 1
Avtpn o ie LA+py sio=1U (g - 1) (Z+p)

g Si+si+1—1>l: o ]‘"] }
X R e
zgl {852=1( si—1 (A4 t5) g+ f2ana)

b y P grar=2 (@ 5455y —1 Aty #
+E TR =il
s,_lz=:1 Apoy 4 phry igl uzn:l s¢—1 Qa1 (Agr - pran)

Using the lemma (i) in the 4-th term and (ii) in the 5-th term,

Ao i v v Uy VY IRERRY S N
Zfo""—l a4 SE2 +< s TR TR St B s ‘)h.
Aitp \ugus usug Up—glhy—y Ur-y
Adiee-R b |
Then we use the relation s i, T A4 t
Uivp - Uihivy Uy
kil Ak Aodip
=1 2h 217 =
n2=1f0 o Atpn At
Consequently,
> fom=1
n=1

The proof of (9):
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Ms

nfym=1—2h+ 2_061’0 (2+4-my) Byms

n=1

T DRI S R of (I3 = m)a]

1=2 L§1=1 si=1 m= my=0
) h
—1—2,n4+ 2%
u,
r=1 oo e fad had
> ( D HTIIEETD T HITTIS 38
1=2 Lg =1 s1i=1 m=0 my=0
+ 2 ...... Z . Z ...... 2 (sl—1+ml)Al
Si-1=1 s1=1 m=0 mi=0
+ Z ..... . Z . Z e 2 (sl~2+sl—1+ml—l)Al+' P
8i~1=1 s1=1 my=0 mi=0 .
> e e e e 3 (s1dStm) A
$-1=1 81=1 my=0 m=0
+ e D N PP > (s +m) A
=1 si1=1 mi=90 my=0 )
+ ¥ X e > A,
8r1=1 $1=1 mi=0 - my=
+2......Z.Z......Z(5,_1+mr)Ar
8r1=1 &1=1 mi=0 mr=0
+ 2 ..... . 2 . Z sieene 2 (Sp-2t-Spy Mg ) Apt- - -
8r=1 81=1 m1=0 my=0
+ 3. e e D e 3 (S-S bmy) A,
8r~1=1 si=1 mi=0 Mmy=0
+ 3 ... e e S Qs A,
Sr1=1 =1 m=0 my=0 )
voh r o0 : 0 Ld oo
=1—h+—+ 3 { b HERERETES W) HEPERRR I N ]Al
U 1=2 \g-1=1 . 81=1 mi=0 my=0
r oo o oo oo
+ X [ S e e T e T s I (spybmp) A,
t=1 Lg-y=1 81=1 my=0 my =0

I=t+181=1 81=1 m=0

+ 3 {3 5.3 e 3 (ko) A} : (25)

For 251<7r—1, using the lemma (i),
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Zomh bnd [ A }""
1+ﬂ18: 1=1 (11 1+lll 1) (Zl‘f‘ﬂl)

ot & 5i+$i+1—1>[ 11,#1%1 :r‘}
X P
4131 L¢Z=:I< s;—1 (1i+ﬂi) (Ziﬂ‘*'ﬂiﬂ)

vl-lh
= . 26
U1 @)

Using the lemma (iii),

...... Z . i’ PO Z’ (sl 1+ml

§1-1=1 81=1 my=0 my=0

A h 8 >
= 5[ Sl [T 5 (St-1+mz+1)< S
8i-1=1 4 1+ mi=0

12 Si‘|‘sz+1—1)[ gt T}
x M
il;[l {s,z=1< s;—1 (lt-HUi) (lt+1+llz+1)

Vi-2 Aoy pratey |t
~~~~~ ]
uz Uy 1(1Z+Pl)szz (et D) () wr-y

- 1Hi%1~2
_ iy (1z+,uz)“t 1
T () [1_ Aty T
A+ ) ooy

it @

=
Generally for 2<t<r—1, using the lemma (i)~(iii)',

Z ..... . 2 . Z ...... Z (s¢- 1+53+mc)Al
S1=1 81=1 my=0 my=0

B T [ o,
smi=1l (A + ) (+p0) b s=per1lgm1\ s5—1 st p12) Aoy +2101)
% i <5c+55+1‘—1)[ w'z_lf‘jil!f_}“ i (51—1"1'3;—1)( 12-1/—%"’7)"'
fi=1 s;—1 At e ) 8= S =1 At o1y

Sty Se+mp—1 Ao,
X Sty +Se+my ( ) me_—
"E (Se-1+5¢ ) e B; At

R 3i+51+1"‘1>[ Ztlliﬂ ]“}
X
UI {s¢z=:1< 5;—1 Qu+pt4) (Rger+peed)
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