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1. PROBLEM AND SOLUTION

In the previous paper[1] we considered the problem of deciding the
order in which # items should be processed by m machines in order to
minimize the time required to complete all the operations, by using the
functional-equation approach formulated by R. Bellman [2]. In this paper
we shall consider the same problem and present a new formulation and
derive new results which cover the previous results.

Let m machines be named by M,, M,, ----- , M,, and let my,; be
the time required to process the i th item on the machine M; where the
processing requires that the machines be used by the same numerical
order for any item.

When an optimal scheduling procedure is employed and after the
processing of some definite sequence S of items, the machine M, is com-
mitted #;-; hours ahead for the machine M-, k=2, 3, - , m, we see

m=1
that the last machine M, is committed = 3] f; hours ahead for the
k=1

first machine M;.
If ith item is processed first after the sequence S of items, then by
defining
f1(3, t)=the time consumed in processing the 7 th item,
we have (see Fig. 1)
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Fig. 1
fl(z; t)=m1, 't+g<z; t)y (1)
m
where 9, D= 3 {my, ;+max EPp_—my-y, 1, 0O} @)
k=2
t(i)j,:th t“’k=t,,—max (mk_l, t_t(i)k-l, 0) (3)

(k=2, 3, ++++, m—1)
If we choose the jth item to follow, then by defining
f2(i, j, t)=the time consumed in processing both the ith and j th
items in this order after the sequence S of items,

we have

f2G, j, H=my, ++A(4, 9G, D). @
On the other hand, if we interchange the orders of the ¢th and the jth
item, we obtain similarly

f2(4, i, O=my, ;+AG, 9(4, D). ®&
So that, in the case when f; (i, 7, t) < f2(j, ¢, t) after the i th and jth
items of the above both cases, if new f-term which follows from f.(i, j,
) is smaller than the corresponding f-term for the f:(j, ¢, t) for any of
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the following items, then the order of operations which minimizes new

Jf-term is optimal. That is to say, if this condition follows we choose the

order of the items which yields minimum of f:(, j, £) and f:(J, i, ).
Hence we obtain the next theorem.

Therem. 1. An optimal ordering is determined by the following rule :
When the above mentioned condition follows, item ? precedes item
jif

£G4, O>F(5, 4, D. (6
If there is equality, either ordering is optimal, provided that it is
consistent with all the definite preferences.

2, THE VALUE OF f.(i, t) AND f.(dQ, j, ©)

From (3), we have
k k-1 k-3

k-2
V= Z te—max [ 21 te, Z tetMp-1, 4 Z te
e e=

k-1 k-1

+ Z Mey 4y *7 ) " te+ Z Me, i, tl
e~k-2 e=1
k-1
+ Z M, 1, Z M, i]y (kzly 21 """ ) m_l) (7)
e=2 e=1

hence we obtain from (1) and (2).

NG D= ; My, +— Z My, 1~ Z max [ Z te,

-2 2 k-1

Z +mk —1, ¢ T ) Z te+ Z3mey 1y tl
e=

=1 e=1

k-1 m—1 k k-1
+ Z Me, 4, Z meyi:]+ Z max [ 21 tey Zl te
= e=1 e= e=

k-2

+mk: i Z t9+ Z méy (7 s t

e=k—
k
+ Z Me, i, Z M, Z:I
e=2 e=1
-1

-2 m=-3
=Mp, ;+Mmax [ Z € Z te+mm—1, & Z te

3

+ Z mﬁ! [ 7 Z t6+ Z M, i, tl

e=m-2 z2=1

F 3 My 3 i) (8)

Copyright © by ORSJ. Unauthorized reproduction of this article is prohibited.



4 Ichiro Nabeshima

Next, for g(i, t), as the term corresponding to f, is e+, ¢+ max (P, —
Me, 1, 0), we have from (8), being

Z {Mers, i+ max ((Pe—mi,, 5, 0} + 2 mey j

e=1

=M1, My, - max 21 tp, 21 tptmg, g oo , b
p= p=
k k
+ 2 e }:m,,, J, (B=0,1, -  m—1);

fG4, 90, )= =Wy, j— My, 17— ml;i+maX[thy Zf

b=

M-y, g, e , b+ Z My, 1, Z Mp, 3, M-y, i

- m-3

+ M1, j—Mm, i+ max [ Z tp, Z Lyt Mg, 1, b

m—1

+ Z My, 1, Z My, 1], Mzt D Moy j— M, ¢
p=2 »=1 e=2

m=-1
+max (¢, my, ], my, ++ Z; Mg, 3~ Mam, 4] €]
=

So that, from (4) we have

m=-1 m-2
f2(Q, 4, 1) =mm, ;4 My, ;+max [ Zl ty, 2t
p= p=1

m—1 m—1
FMmt, 0, c il X My X Py, i, M,
p=2 p=1
m-—2 m—3
+ M-ty j—Mm, +max [ Z tp, Z tptMim-s, g, , b
pel =
m-—2 m-1
+ Z‘ mp: 1 Z mp: i]y W Zyi-‘L Z‘ me;j
e=m—2
— WM, ;+max [ Z tp, Zl totMms, s - , b
m—3 m-—1
+ Z My, 1, Z My, 1], ; Mg, it szerj
e~
m-1 .
—Mmn, 1+max [tly my, ’i]y my, i+ Zl Me, j— M, ’l] (10)
e=

Similarly we obtain the value of f>(j, 4, ) by exchanging j for ¢ and 7
for j.
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3. SPECIALIZATION: THE CASE WHEN
miin mm,izmiax My-1, 4

In this case, as we have
tm-lgmmy e%i m?x mm—ly 1

the condition of the theorem 1 holds.
Since we have

m-1 m- -1 m-2

21 g Z p+mm—1, . thp—- Z tp+mm 1y 4
»= = p=
we obtain from (6) and (10
Ci;<Cp an
where
m—1 m—4
ZJ__maX [ Z tp; Z tl’ + Z mpr 2] Z tp
p=m—
m—1 m— 1
-+ Mp, 4, , b+ Z My, 1, Z Mp, 1, M-, i
p=m-3
m-2

+ M-ty 5— mm,i+maXEZ tp, th

2

+mm-2' i T 3 tl+ 2 mp, i Z mp,i], Mm-2, ¢
m-1 m-—3
+ Me, mmyt+[ Z tp, Z l‘p‘f‘mm 8y 4y Tt , b
e=m—2
m—3 = m—1
+ 2 » 1 z My, i]; """ , Mg, i+ sze,j_mm,i
p= p=1 P

m—1
+max [4;, my, ], », + Z.l M, 1~ Mm, 1]
&=
and C;; means a formula obtained by exchanging j for i/ and ¢ for j in
Cyy.
Let us express C'y;, C'; as the formulas obtained by dropping the
m—1
first term X, #, in Cy, Cji, respectively. Then, if
p=1
C'y>C'y avw)
holds, the left hand of (11) is not larger than the right hand of (11). So
that we can use (11") as a criterion; that is to say, if (11") holds item ¢
precedes item j.
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Next, for deciding the first item, we use the formula introduced by
putting all the #,(p=1, 2, ----- , m—2) as zero in (11"). By a simple
computation we obtain

Diy<Dy (12)
where
m-—-1 m=-4
D mln [: Z Wlp, I Z mp:/+ Z mP: %) z mP7
p=m=-1
+ 2 Mp, ¢, " , My, j+ Z My, i, Z mp, 1.]

p=m-2
and Dj; means a formula obtained by exchangmg j for i and ¢ for j in

Dy;.
Consequently we obtained the next theorem :

Theorem. 2.
When min My, ;= Max Mp-1, ¢
1 4

holds, an optimal ordering is determined dy the following rule:
(1) The first item is determined by (12).
(II) Next, by using the definite £, obtained from the operation
of the first item ¢, we determine the second item by (11")
and we continue this procedure.

4. SPECIALIZATION: THE CASE
WHEN mig\ mmzmaf My, (k=1,2, - , h—1)

AND miin mkﬂ,izm?x my,; (k=h+1, h+2, ----- ,m—1)
HOLD, WHERE & IS A CONSTANT (1=h<m-1)

In this case, as we have

tk=mk+1,e§m}n my, s (k=12 - , h—=1) (13)
tkgmkﬂ,e;mtax my,, (k=h+1, h+2, - ,m—1) (14)
the condition of the theorem 1 holds and in (8), from (13) we obtain
m-1 m=1
Zme,z Zte+2me,z, Zte Megsi s bt ZQmm
e=h e=h— e=
and from (14) we obtain
m-1 m-2 m-3 m=1
2= Y tetMm-1, 55 2 Lot Z me, o Z fet D5 My, s
e=1 e=1 e=1 e=m-2 e=h+1

So that (8) reduces to (15)
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m-—1 m—1
F1G, D=my, (+max [ T &, Z,; Me, ¢]. (15)

e=1
Similarly (9) reduces to (16)
1104, 9G, D) =mm, j-+Mm, :—my,

m—1 m-1 m-1

+max l: Zl tl’; ZI Mp, i, My, 43— My, T Zl My, j] (16)
= = p=
Hence, from f:(i, j, ) <f2(j, i, t) we have

m—1 m—1 m=—1
max [ 3 tp, > My, 1, M1, 1— M, 1+ > My, 1]
p=1 p=1 p=1
m—1 m-1 m=-1
<max [ Z; tpy Zl My, 5. My, §— MWy, .1+ Z; My, i:l (17)
b= p= b=

So that, if

m=1 m—1
max [ Zl My, ¢, M1, 41— My, 1+ 21 My, 5]
p= p=

m-—1 m—1
<max [ Zl mpr 5 my, j—mm: ]+ Zl mPy 'l:] (18>
p= p=
then the left hand of (17) is not larger than the right hand of (17).
From (18) we easily obtain

. m—1 m i m-1
min [ X mp, ;, 2 mp, ] >min [ X
p=1 p=2 p=

m
My, 4, Z My, j]
1 p=2
Consequently we obtain the next theorem.
Theorem. 3. When, for a certain constant 2 (1=h<m—1)

mjn My, iZMax My, ¢ (B=1, 2, - , h—=1)
E
and min m.y, i;miax My, 1 (R=h+1, h+2, - , m—1)
t

hold, an optimal ordering is determined by the following rule: Item ¢

precedes item j if
m—-1 m m-1

min |: Z mp; i 2 mp’ j]<m1n I: Z mp:jy 2 mp: i:l (19)
p=1 v p=1 »=2

=2
If there is equality, either ordering is optimal.

From the theorem 3 for h=m—1 and k=1 respectively, we obtain
the next corollary.
Corollary. When either
(a) mgn mn,izmdax My, 1 (=1, 2, - , m—2)

or (b miinmku,izm‘ax M s (R=2, 3, - , m—1)
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holds, an optimal ordering is determined by the following rule: Item ¢
precedes item j if (19) holds. If there is equality, either ordering is op-
timal.

Thus theorem 3 and its corollary generalize the corllary in the
former paper.

Especially for the case m=3, this corollary coincides with the
Johnson’s criterion [3].
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