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Abstract This paper proposes the methods of the operation-oriented software availability measurement
and assessment. Considering the difference of the software failure-occurrence phenomena and the restora-
tion characteristics between the testing and the operation phases, we first introduce the environmental
factors into the existing Markovian software availability model. Next we discuss the stochastic modeling
for measuring software service availability; this is one of the customer-oriented attribute and defined as
the attribute that the software system can successfully satisfy the end users’ requests. We derive several
service-oriented software availability assessment measures which are given as the functions of time and the
number of debuggings. Finally, we present several numerical examples of these measures for software service
availability analysis.
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1. Introduction

Today it has been increasingly important to evaluate not only the inherent quality charac-
teristics of the artificial industrial products but also the quality of service created by the
use of the products. Recently, the engineering system of “service engineering” has been sug-
gested [1, 8]. In the traditional engineering, only the inherent functions, performance, and
quality of the industrial products have been discussed and designed from the developer’s
logic. On the other hand, the service engineering aims to establish the comprehensive
methodologies for evaluating the functions or quality in consideration of the behaviors and
the satisfaction of the end users as well. In other words, the service engineering pays at-
tention to the evaluation of the services the end users receive through the operation of the
industrial products. As to the service reliability engineering based on the above phi-
losophy of the service engineering, Tortorella [17, 18] has discussed the meaning and the
possibility of practical use of the service reliability engineering. Considering the software
systems are just the industrial products to provide the services for the users, especially in
computer network systems, it is meaningful to organize the user-oriented and -perceived
software service reliability/availability modeling. To develop the computing framework and
the interface between hardware and software systems with high service availability, the Ser-
vice Availability Forum (SAF) has been created [20]. The members of SAF include the
leading communication and computing companies.

In this paper, we discuss the stochastic modeling for the user-oriented and -perceived
software availability measurement and assessment. Software availability is defined as the
attribute that the software system is available whenever the end users want to use; this
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is one of the customer- and operation-oriented attributes. Studies on stochastic software
availability measurement and assessment have been conducted [15]. In particular, we aim
at the following:

1. the difference of the operational environments between the testing and the user operation
phases,

2. consideration of the behavior of the end user.

When we conduct the software quality evaluation with stochastic software reliability or
availability models, we generally consider that the software failure-occurrence phenomenon
during the testing phase are the same property as the user operation phase. In other
words, we implicitly assume that the software reliability growth curves (e.g. the mean value
functions in nonhomogeneous Poisson process (NHPP) models) fitted to the testing data
also describe the quality characteristics in the operation phase. However, there also exist
the negative opinions against the above mention. That is, the impact of the faults latent in
the system on software quality depends on usage environment since the testing and the user
operation phases differ in terms of workloads, interaction between software and hardware
platforms, and the operational profile [6]. Accordingly, it is important to consider the
difference between the testing and the user operation environments in evaluating software
availability.

Here we characterize the difference between the testing and the operational environ-
ments, assuming that the time scale of the testing phase is proportional to that of the
operation phase in terms of the software failure-occurrence and the restoration action. We
call the time-scale transformation ratio the environmental factor. This idea is based on the
accelerated life testing model [2, 10] in hardware products, and we apply the idea to the soft-
ware availability model. We use the Markovian software availability model [13] to describe
the time-dependent behavior of the system alternating between up and down states.

Furthermore, existing software availability models often pay attention to the stochastic
behaviors of only software systems themselves. However, from the viewpoint of end users,
the traditional software availability measures such as the instantaneous software availability
and the interval software reliability are not always appropriate. It will be enough for end
users if the system is available only when usage demands occur. In other words, the users
do not care about the state of the system, even if the system is down, when the users do
not want to use it. Gaver [3] has defined the disappointment time as the time to a failure
during a usage period, or to occurrence of a usage demand during a system inoperable period,
whichever occurs first, and derived the Laplace-Stieltjes transform of the distribution of this
time. Osaki [11] has discussed the disappointment time of a two-unit standby redundant
system when it is used intermittently. In this paper, we also discuss the software availability
model incorporating the usage behavior of the end user.

Recently, studies on service availability have been taken a growing interest, however,
the definition of service availability is still not authorized. We mention several existing
definitions and studies on service or user-perceived availability as follows. For the transaction
processing systems, Mainkar [7] has considered the probability that the response time of a
transaction is less than a given deadline (i.e., the distribution of the response time) and
defined the user-perceived availability as the probability that the value of the distribution
exceeds a prespecified value. Kaâniche et al. [5] have presented a hierarchical availability
modeling framework for a web-based system and discussed the user-perceived availability
measures in the steady state. The measures they consider have involved the impact of the
performance-related and the inherent failures. Wang and Trivedi [19] have interpreted the
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user-perceived service availability as the probability that all of user’s requests are successfully
satisfied during the user session and shown the service availability measures in the steady
state in the case where a single user has one or multiple requests in user session. Furthermore,
they have computed the service availability in a voice over IP system, using stochastic reward
nets to describe the user and the system behaviors.

Here we discuss the service availability modeling for software systems, based on the
definition of Wang and Trivedi. That is, we define software service availability as the
attribute that the software system can successfully complete the services the users request.
We assume the situation where an end user intermittently uses the system operating and
available anytime. For example, in the software system controlling the mobile communica-
tion system, all of the system is working at all time but each of end users uses the system
intermittently. Existing studies [5, 7, 19] have often derived the service availability mea-
sures in the steady state, whereas we derive the transient solutions of the software service
availability measures since we consider the dynamic reliability growth and restoration char-
acteristics of the software systems. In particular, we define the following new measures: (i)
the software service availability in use defined as the probability that the user’s requests are
successfully complete before a software failure occurs, (ii) the software service unavailability
due to request cancellation defined as the probability that the system is restored and the
user’s request is canceled due to the restoration action, and (iii) the software service un-
availability under restoration defined as the probability that the user’s requests occur before
a restoration action is complete when the system is restored.

The organization of the rest of this paper is as follows: Section 2 gives a brief explana-
tion of the Markovian software availability model underlying the discussion in this paper.
Section 3 proposes the operational software availability assessment method introducing the
environmental factors and derives several quantitative software availability assessment mea-
sures for the operation phase. Section 4 discusses the model with the end user’s behavior
based on the model of Section 3. The measures derived in the respective sections are given
as the functions of the time and the number of debugging activities. Section 5 illustrates
several numerical examples of software availability analysis based on the model. Finally,
Section 6 summarizes the results obtained in this paper.

2. Basic Markovian Software Availability Model [13]

The following assumptions are made for software availability modeling:

A1. The software system is unavailable and starts to be restored as soon as a software failure
occurs, and the system cannot operate until the restoration action is complete.

A2. The restoration action includes the debugging activity; this is performed perfectly with
the perfect debugging rate a (0 < a ≤ 1) and imperfectly with probability b(= 1 − a).
One fault is corrected and removed from the software system when the debugging activity
is perfect.

A3. The next software failure time, Zn, and the restoration time, Tn, when n faults have
already been corrected from the system, follow the exponential distributions with the
following distribution functions:

FZn(t)≡Pr{Zn ≤ t} = 1 − e−λnt, (1)

FTn(t)≡Pr{Tn ≤ t} = 1 − e−μnt, (2)

respectively. λn and μn are non-increasing functions of n.
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Figure 1: A sample state transition diagram of X(t) for basic model

Let {X(t), t ≥ 0} be the stochastic process representing the state of the software system
at the time point t. The state space vector (W , R) of {X(t), t ≥ 0} is denoted as

W ={Wn; n = 0, 1, 2, . . .}: the system is operating,
R={Rn; n = 0, 1, 2, . . .}: the system is inoperable and under restoration,

where n denotes the cumulative number of corrected faults. Figure 1 illustrates the sample
state transition diagram of X(t).

For obtaining the software availability measures, we first consider the random variable
Si,n representing the transition time of X(t) from state Wi to state Wn (i ≤ n). Then the
distribution function of Si,n, Gi,n(t), is given by

Gi,n(t)≡Pr{Si,n ≤ t} = 1 −
n−1∑
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. (3)

Equation (3) is obtained by solving the following renewal equation:

Gi,n(t)=QWi,Ri
∗ QRi,Wi+1

∗ Gi+1,n(t) + QWi,Ri
∗ QRi,Wi

∗ Gi,n(t)

(i = 0, 1, 2, . . . , n − 1), (4)

where ∗ denotes the Stieltjes convolution and QA,B(t)’s (A, B ∈ {W , R}) denote the one-
step transition probability between state A and state B. We apply the Laplace-Stieltjes
(L-S) transforms to solve Equation (4) [12].
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Next we derive the state occupancy probabilities, PA,B(t) ≡ Pr{X(t) = B|X(0) =
A} (A, B ∈ {W , R}). The renewal equation of PWi,Wn(t) is obtained as follows:

PWi,Wn(t) = Gi,n ∗ PWn,Wn(t)
PWn,Wn(t) = e−λnt + QWn,Rn ∗ QRn,Wn ∗ PWn,Wn(t)

}
. (5)

Solving Equation (5), we have PWi,Wn(t) as

PWi,Wn(t)≡Pr{X(t) = Wn|X(0) = Wi} =
gi,n+1(t)

aλn

+
g′

i,n+1(t)

aλnμn

, (6)

where gi,n(t) ≡ dGi,n(t)/dt denotes the density function of Si,n and g′
i,n(t) ≡ dgi,n(t)/dt.

Similarly, we have PWi,Rn(t) as

PWi,Rn(t)≡Pr{X(t) = Rn|X(0) = Wi} =
gi,n+1(t)

aμn

, (7)

where Equation (7) is the solution of the following renewal equation:

PWi,Rn(t) = Gi,n ∗ QWn,Rn ∗ PRn,Rn(t)
PRn,Rn(t) = e−μnt + QRn,Wn ∗ QWn,Rn ∗ PRn,Rn(t)

}
. (8)

Based on the above analyses, we can obtain the instantaneous software availability and
the average software availability as

A(t; l)≡
l∑

i=0

(
l

i

)
aibl−i

∞∑
n=i

Pr{X(t) = Wn|X(0) = Wi}

=1 −
l∑

i=0

(
l

i

)
aibl−i

∞∑
n=i

gi,n+1(t)

aμn

, (9)

Aav(t; l)≡ 1

t

∫ t

0
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=1 − 1

t

l∑
i=0

(
l

i

)
aibl−i

∞∑
n=i

Gi,n+1(t)

aμn

, (10)

respectively, where
(

l
i

)
aibl−i denotes the probability that i faults are corrected at the com-

pletion of the l-th debugging (l = 0, 1, 2, . . . ; i = 0, 1, 2, . . . , l) and we use the equation∑∞
n=i [PWi,Wn(t) + PWi,Rn(t)] = 1. Equations (9) and (10) represent the probability that the

system is operating at the time point t and the expected proportion of the system’s oper-
ating time to the time interval (0, t], given that the l-th debugging was complete at time
point t = 0, respectively.

Furthermore, the interval software reliability and the conditional mean available time [14]
are given by

RI(t, x; l)≡
l∑

i=0

(
l

i

)
aibl−i

∞∑
n=i

Pr{X(t) = Wn, Zn > x|X(0) = Wi}

=
l∑

i=0

(
l

i

)
aibl−i

∞∑
n=i

PWi,Wn(t)e−λnx, (11)
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MAT (t; l)≡
l∑

i=0

(
l

i

)
aibl−i

∞∑
n=i

E[Zn] · Pr{X(t) = Wn|X(0) = Wi}
Pr{system is up at time point t|X(0) = Wi}

=
l∑

i=0

(
l

i
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aibl−i

∞∑
n=i

PWi,Wn(t)/λn

1 −
∞∑

n=i

gi,n+1(t)/(aμn)

, (12)

respectively, Equations (11) and (12) represent the probability that the system is operable
at the time point t and will continue to be available for the time interval (t, t + x] and the
expected available time interval on the condition that the system is operating at the time
point t, given that the l-th debugging was complete at time point t = 0, respectively.

3. Operational Software Availability Assessment

Hereafter, let the notations with and without superscript O denote ones associated with the
operation phase and the testing phase, respectively. For example, ZO

i and Zi denote the
random variables representing the next software failure time in the operation phase and the
testing phase when i faults have already been corrected, respectively.

We assume the following relationships between Zi and ZO
i , and Ti and TO

i :

ZO
i =αZi, FZO

i
(t) = FZi

(t/α) (α > 0), (13)

TO
i =βTi, FT O

i
(t) = FTi

(t/β) (β > 0), (14)

where we call α and β the environmental factors. From the viewpoint of the software
reliability assessment, α > 1 (0 < α < 1) reflects the situation where the operation phase
is milder (severer) in the usage condition than the testing phase, and β > 1 (0 < β < 1)
reflects the situation where the restoration time in the operation phase is apt to be longer
(shorter) than that in the testing phase. The case of α = β = 1 means that the operational
environment is equivalent to the testing one.

Using Equations (13) and (14), we can obtain the distribution of SO
i,n as
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]
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. (15)
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Let l = lr be the number of debuggings performed before release. Then the instantaneous
software availability and the average software availability in the operation phase are given
by

AO(t; l)=1 −
l∑

i=0

(
l

i

)
aibl−i

∞∑
n=i

βgO
i,n+1(t)

aμn

(l = lr, lr + 1, lr + 2, . . .), (16)

AO
av(t; l)=1 − 1

t

l∑
i=0

(
l

i

)
aibl−i

∞∑
n=i

βGO
i,n+1(t)

aμn

(l = lr, lr + 1, lr + 2, . . .), (17)

respectively. Equations (16) and (17) represent the probability that the system is operating
at the time point t and the expected proportion of the system’s operating time to the
time interval (0, t] in the operation phase, given that the system is release after the lr-th
debugging was complete in the testing phase, respectively.

Furthermore, the interval software reliability and the conditional mean available time in
the operation phase are given by

RO
I (t, x; l)=

l∑
i=0

(
l

i

)
aibl−i

∞∑
n=i

PO
Wi,Wn

(t)e−λnx/α (l = lr, lr + 1, lr + 2, . . .), (18)

MATO(t; l)=
l∑

i=0

(
l

i

)
aibl−i

∞∑
n=i

αPO
Wi,Wn

(t)/λn

1 −
∞∑

n=i

βgO
i,n+1(t)/(aμn)

(l = lr, lr + 1, lr + 2, . . .), (19)

respectively. Equations (18) and (19) represent the probability that the system is operable
at the time point t and will continue to be available for the time interval (t, t + x] and the
expected available time interval on the condition that the system is operating at the time
point t in the operation phase, given that the system is release after the lr-th debugging
was complete in the testing phase, respectively.

4. Model with User Behavior

4.1. Model description

In the preceding section, we have discussed the software availability model considering only
the time-dependent behavior of the system itself, i.e., only up and down states. In this sec-
tion, we consider the user behavior as well and discuss the model for the software availability
assessment from the viewpoint of the user. Here we assume that a user intermittently uses
the system which is accessible anytime. We make the following additional assumptions for
the software availability modeling:

A4. The system is released and transferred to the operation phase after i(≥ 0) faults are
corrected, and then the release point in time is set to the time origin t = 0. The user
does not use the system at time point t = 0. The time to occurrence of a usage request,
Vur, and the usage time of the user, Vut, follow the exponential distributions with means
1/θ and 1/η, respectively.

A5. In the cases where the software failure occurs when the user is using the system, or the
usage request occurs under the system restoration, the corresponding usage request is
canceled.
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Figure 2: A sample state transition diagram of X(t) for model with user behavior

Recall that {X(t), t ≥ 0} denotes the stochastic process representing the state of the
system at the time point t during the operation phase. Then we redefine its state space
vector (W , U , R) as follows:

W ={Wn; n = 0, 1, 2, . . .}: the system is available but the user does not use the system,
U ={Un; n = 0, 1, 2, . . .}: the system is available and the user is using the system,
R={Rn; n = 0, 1, 2, . . .}: the system is restored due to a software failure-occurrence.

Figure 2 illustrates a sample state transition diagram of X(t). From Figure 2, we have the
following QO

A,B(τ)’s:

QO
Wn,Un

(τ)=
θ

λO
n + θ

[
1 − e−(λO

n +θ)τ
]
, (20)

QO
Wn,Rn

(τ)=
λO

n

λO
n + θ

[
1 − e−(λO

n +θ)τ
]
, (21)

QO
Un,Wn

(τ)=
η

λO
n + η

[
1 − e−(λO

n +η)τ
]
, (22)

QO
Un,Rn

(τ)=
λO

n

λO
n + η

[
1 − e−(λO

n +η)τ
]
, (23)

QO
Rn,Wn+1

(τ)=a
(
1 − e−μO

n τ
)
, (24)

QO
Rn,Wn

(τ)= b
(
1 − e−μO

n τ
)
. (25)

4.2. Derivation of software service availability measures

4.2.1. Distribution of transition time between state W

We have the following renewal equation of GO
i,n(t):

GO
i,n(t) = LO

Wi,Ri
∗ QO

Ri,Wi+1
∗ GO

i+1,n(t) + LO
Wi,Ri

∗ QO
Ri,Wi

∗ GO
i,n(t)

(i = 0, 1, 2, . . . , n − 1)
LO

Wi,Ri
(t) = QO

Wi,Ri
(t) + QO

Wi,Ui
∗ QO

Ui,Ri
(t) + QO

Wi,Ui
∗ QO

Ui,Wi
∗ LO

Wi,Ri
(t)

⎫⎪⎬⎪⎭ . (26)

The L-S transform of Equation (26) is given by

G̃O
i,n(s)=

n−1∏
m=i

d1O
m d2O

m

(s + d1O
m )(s + d2O

m )
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=
n−1∑
m=i

(
A1O

i,n(m)d1O
m

s + d1O
m

+
A2O

i,n(m)d2O
m

s + d2O
m

)
. (27)

By inverting Equation (27), we have the identical solution with Equation (15) and should
note that GO

i,n(t) in Equation (26) has no bearing on the parameters θ and η.

4.2.2. State occupancy probability

We have the following renewal equation of PO
Wi,Wn

(t):

PO
Wi,Wn

(t) = GO
i,n ∗ PO

Wn,Wn
(t)

PO
Wn,Wn

(t) = e−(θ+λO
n )t + QO

Wn,Rn
∗ QO

Rn,Wn
∗ PO

Wn,Wn
(t) + QO

Wn,Un
∗ QO

Un,Wn
∗ PO

Wn,Wn
(t)

+ QO
Wn,Un

∗ QO
Un,Rn

∗ QO
Rn,Wn

∗ PO
Wn,Wn

(t)

⎫⎪⎬⎪⎭ . (28)

The L-S transform of PO
Wi,Wn

(t) is obtained as

P̃O
Wi,Wn

(s)=
s(s + λO

n + η)(s + μO
n )

(s + λO
n + θ + η)(s + d1O

n )(s + d2O
n )

·
n−1∏
m=i

d1O
m d2O

m

(s + d1O
m )(s + d2O

m )
. (29)

By inverting Equation (29), we obtain PO
Wi,Wn

(t) as

PO
Wi,Wn

(t)≡Pr{X(t) = Wn|X(0) = Wi}
= B0O

i,ne−(λO
n +θ+η)t +

n∑
m=i

[
B1O

i,n (m)e−d1O
m t + B2O

i,n (m)e−d2O
m t
]

(i, n = 0, 1, 2, . . . ; i ≤ n),⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

B0O
i,n =

−θ(μO
n − λO

n − θ − η)
n−1∏
j=i

d1O
j d2O

j

n∏
j=i

(d1O
j − λO

n − θ − η)(d2O
j − λO

n − θ − η)

(i, n = 0, 1, 2, . . . ; i ≤ n)

B1O
i,n (m) =

(λO
n + η − d1O

m )(μO
n − d1O

m )
n−1∏
j=i

d1O
j d2O

j

(λO
n + θ + η − d1O

m )
n∏

j=i
j �=m

(d1O
j − d1O

m )
n∏

j=i

(d2O
j − d1O

m )

(m = i, i + 1, . . . , n)

B2O
i,n (m) =

(λO
n + η − d2O

m )(μO
n − d2O

m )
n−1∏
j=i

d1O
j d2O

j

(λO
n + θ + η − d2O

m )
n∏

j=i
j �=m

(d2O
j − d2O

m )
n∏

j=i

(d1O
j − d2O

m )

(m = i, i + 1, . . . , n)

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

⎫⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭

. (30)

It should be noted that

B0O
i,i + B1O

i,i (i) + B2O
i,i (i) = 1 (i = n)

B0O
i,n +

n∑
m=i

[
B1O

i,n (m) + B2O
i,n (m)

]
= 0 (i < n)

⎫⎪⎬⎪⎭ . (31)

Similarly, we have the following renewal equation of PO
Wi,Rn

(t):

PO
Wi,Rn

(t) = GO
i,n ∗ LO

Wn,Rn
∗ PO

Rn,Rn
(t)

PO
Rn,Rn

(t) = e−μO
n t + QO

Rn,Wn
∗ LO

Wn,Rn
∗ PO

Rn,Rn
(t)

}
, (32)
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where LO
Wn,Rn

(t) has appeared in Equation (26). The L-S transform of PO
Wi,Rn

(t) is obtained
as

P̃O
Wi,Rn

(s)=
s

aμO
n

· aλO
n μO

n

(s + d1O
n )(s + d2O

n )
· G̃O

i,n(s)

=
s

aμO
n

G̃O
i,n+1(s), (33)

where d1O
n d2O

n = aλO
n μO

n from Equation (15). By inverting Equation (33), we obtain PO
Wi,Rn

(t)
as

PO
Wi,Rn

(t)≡Pr{X(t) = Rn|X(0) = Wi}

=
gO

i,n+1(t)

aμO
n

(i, n = 0, 1, 2, . . . ; i ≤ n), (34)

where gO
i,n(t) is the density function of SO

i,n. We note that PO
Wi,Rn

(t) has no bearing on the
parameters θ and η.

Let {Y (t), t ≥ 0} be the counting process representing the cumulative number of faults
corrected at the time point t. Then we have the following relationship:

{Y (t) = n|X(0) = Wi} ⇐⇒
{X(t) = Wn|X(0) = Wi} ∪ {X(t) = Rn|X(0) = Wi} ∪ {X(t) = Un|X(0) = Wi}

(i ≤ n). (35)

Furthermore, the probability mass function of {Y (t), t ≥ 0} is given by

Pr{Y (t) = n|X(0) = Wi} = GO
i,n(t) − GO

i,n+1(t). (36)

Accordingly, PO
Wi,Un

(t) is given by

PO
Wi,Un

(t)≡Pr{X(t) = Un|X(0) = Wi}
=GO

i,n(t) − GO
i,n+1(t) − PO

Wi,Wn
(t) − PO

Wi,Rn
(t) (i, n = 0, 1, 2, . . . ; i ≤ n), (37)

since the events {X(t) = Wn|X(0) = Wi}, {X(t) = Rn|X(0) = Wi}, and {X(t) =
Un|X(0) = Wi} are mutually exclusive.

4.2.3. Software service availability

In the discussion below, consider that i faults have already been corrected at time point
t = 0.

The probabilities that the system is in state W , U , and R at the time point t are given
by

Pr{X(t) ∈ W |X(0) = Wi} ≡
∞∑

n=i

PO
Wi,Wn

(t), (38)

Pr{X(t) ∈ U |X(0) = Wi} ≡
∞∑

n=i

PO
Wi,Un

(t), (39)

Pr{X(t) ∈ R|X(0) = Wi} ≡
∞∑

n=i

PO
Wi,Rn

(t), (40)

respectively. Furthermore, the probabilities that the usage of the user can be complete
without cancellation, i.e., the user’s request is satisfied before a software failure occurs, and
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Figure 3: Example of completion of user request in use

t
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Time
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in Use

Not in Use

Up/Down State
 of 

System

Vur

Figure 4: Example of user-perceived system failure under restoration

that the user’s request occurs when the system is being restored, given that n faults have
already been corrected, are given by

Pr{ZO
n > Vut}=

η

η + λO
n

, (41)

Pr{Vur < TO
n }=

θ

θ + μO
n

, (42)

respectively.

Let Zt be the random variable representing the software failure-occurrence time measured
from the arbitrary time point t. The software service availability in use can be defined
as the conditional probability that the user’s requests are satisfied before a software failure
occurs, provided the system is being used at the time point t (see Figure 3), and given by

SAO
u(i)(t) ≡ Pr{Zt > Vut|X(t) ∈ U}

=

Pr

{ ∞⋃
n=i

(ZO
n > Vut, X(t) = Un)

}
Pr{X(t) ∈ U |X(0) = Wi}
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=
∞∑

n=i

ηPO
Wi,Un

(t)

η + λO
n

/ ∞∑
n=i

PO
Wi,Un

(t). (43)

On the other hand, let Tt be the random variable representing the restoration time
measured from the arbitrary time point t. The software service unavailability due to
request cancellation can be defined as the probability that the system is restored at the
time point t and the user’s request is canceled due to the corresponding restoration action
(see Figure 4), and given by

SUAO
rc(i)(t) ≡ Pr{Vur < Tt, X(t) ∈ R}

= Pr

{ ∞⋃
n=i

(Vur < Tn, X(t) = Rn)

}

=
∞∑

n=i

θPO
Wi,Rn

(t)

θ + μO
n

. (44)

Furthermore, The software service unavailability under restoration can be defined
as the conditional probability that the user’s request is canceled, provided the system is
being restored at the time point t, and given by

SUAO
r(i)(t) ≡ Pr{Vur < Tt|X(t) ∈ R}

=
∞∑

n=i

θPO
Wi,Rn

(t)

θ + μO
n

/ ∞∑
n=i

PO
Wi,Rn

(t). (45)

We should note that it is too difficult to use Equations (43), (44), and (45) directly
as the software service availability measures. The reason is that the cumulative number
of faults corrected at the time origin, i.e., integer i cannot be observed immediately since
this model assumes the imperfect debugging environment. However, we can easily observe
the number of debugging activities and the cumulative number of faults corrected after
the completion of the l-th debugging, Cl, is distributed with the probability mass function
Pr{Cl = i} =

(
l
i

)
aibl−i. Similar to Section 3, we can convert Equations (43), (44), and (45)

into the functions of the number of debuggings, l, i.e., we can obtain

SAO
u (t; l)=

l∑
i=0

(
l

i

)
aibl−i

∞∑
n=i

ηPO
Wi,Un

(t)

η + λO
n

/∞∑
n=i

PO
Wi,Un

(t) (l = lr, lr + 1, lr + 2, . . .), (46)

SUAO
rc(t; l)=

l∑
i=0

(
l

i

)
aibl−i

∞∑
n=i

θPO
Wi,Rn

(t)

θ + μO
n

(l = lr, lr + 1, lr + 2, . . .), (47)

SUAO
r (t; l)=

l∑
i=0

(
l

i

)
aibl−i

∞∑
n=i

θPO
Wi,Rn

(t)

θ + μO
n

/∞∑
n=i

PO
Wi,Rn

(t) (l = lr, lr + 1, lr + 2, . . .), (48)

respectively. Equations (46), (47), and (48) represent the software service availability in use
and the software service unavailabilities due to request cancellation and under restoration,
given that the system is release after the lr-th debugging was complete in the testing phase,
respectively. We note that Equations (47) and (48) have no bearing on the parameter η.

5. Numerical Examples

Using the model discussed above, we present several numerical illustrations of operational
software availability assessment, where we apply λn ≡ Dcn (D > 0, 0 < c < 1) and
μn ≡ Ern (E > 0, 0 < r ≤ 1) to the hazard and the restoration rates, respectively [9].
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Figure 5: AO(t; lr) for various values of α (β = 1.0, lr = 26)
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Figure 6: RO
I (t, x; lr) for various values of α (β = 1.0, lr = 26)

We cite the estimates of the parameters associated with λn and μn from Ref. [16], i.e.,
we use the following values:

D̂ = 0.246, ĉ = 0.940, Ê = 1.114, r̂ = 0.960,

where we set a = 0.8. These values have been estimated based on the simulated data set
generated from data cited by Goel and Okumoto [4]; this consists of 26 software failure-
occurrence time-interval data (lr = 26) and the unit of time is day.

The inherent availabilities for one up-down cycle when n faults have been corrected in
the testing and the operation phases can be defined as

AI(n)≡ E[Zn]

E[Zn] + E[Tn]
=

1

1 + ρn

(ρn ≡ λn/μn), (49)

AO
I (n)≡ E[ZO

n ]

E[ZO
n ] + E[TO

n ]
=

1

1 + ρO
n

(
ρO

n ≡ (β/α) · (λn/μn)
)
, (50)

respectively, where ρn and ρO
n are called the maintenance factor. AI(n) and AO

I (n) are the
simplest availability measures. From the forms of Equations (49) and (50), the difference
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Figure 7: AO(t; lr) for various values of α and β, given β/α = 1/1.2 (lr = 26)
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Figure 8: AO
av(t; lr) for various values of α and β, given β/α = 1/1.2 (lr = 26)

of software availability assessment between the testing and the operation phases with the
inherent availability depends on the value of β/α. In other words, the same evaluation in
software availability is given when the value of β/α is constant even though α and β take
different values. Especially in the case of α = β, we judge that the testing and the operation
phases are the same availability evaluation since AI(n) = AO

I (n).

The software availability measures shown in this paper include infinite series, however,
in practical calculation of these measures, we need to specify the supremum of n, denoted

as N0, instead of infinity. For example, we calculate
∑N0

n=i

βgO
i,n+1(t)

aμn
instead of

∑∞
n=i

βgO
i,n+1(t)

aμn

in Equation (16). If we can estimate the initial fault content in the system, n0, with some
method, it is appropriate that N0 = n0. Otherwise we set an adequate integer for practical
calculation of software availability measures to N0. In the case of Figure 5, the time axis
designated is [0, 500] and lr = 26, then, GO

26,55(500) = 1.011×10−9. That is, the probability
that the system makes a transition from state W26 to W55 in the time interval [0, 500] is
sufficiently small. Accordingly, we set N0 = 55.

Figures 5 and 6 show the dependence of the instantaneous software availability, AO(t; l),
in Equation (16) and the interval software reliability, RO

I (t, x; l), in Equation (18) on the
value of α, where the cases of α = 1.0 designated by thick lines are identical with Equa-
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Figure 9: RO
I (t, x; lr) for various values of α and β, given β/α = 1/1.2 (x = 10.0, lr = 26)
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Figure 10: MATO(t; lr) for various values of α and β, given β/α = 1/1.2 (lr = 26)

tions (9) and (11), respectively. We can see that software availability becomes higher as
the value of α is estimated larger. This is the same tendency as the case of the inherent
availability.

Hereafter, we set α0 = 1.2, β0 = 1.0, α = kα0, and β = kβ0, and show the numerical
examples on the dependence of the value of k, i.e., the both of the values of α and β are
varied, given β/α is constant.

Figures 7 and 8 show the dependence of AO(t; l) and the average software availability,
AO

av(t; l), in Equation (17) on the values of α and β, given β/α is constant, respectively.
These figures tell us that software availability becomes lower as both of the values of α and
β are estimated larger; this result is different from the case of the inherent availability. The
larger α and β mean that an up-down cycle period becomes longer. This fact also leads
slow software reliability growth. In other words, the shorter up-down cycle period means
that software reliability growth speeds up.

Figures 9 and 10 show the dependence of RO
I (t, x; l) and the conditional mean available

time, MATO(t; l), in Equation (19), on the values of α and β, given β/α is constant, re-
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spectively. These figures display the opposite tendency to the Figures 7 and 8, i.e., software
availability becomes larger as both of the values of α and β becomes larger. The instan-
taneous and the average software availabilities are the measures focusing on time instant,
on the other hand, the interval software reliability and the conditional mean available time
focus on whether or not the system is available continuously for a time interval. The larger
α implies the following effects: (A) up time lengthens, on the other hand, (B) software reli-
ability growth slows down. As to the software availability evaluation based on the interval
software reliability or the conditional mean available time, effect (A) has a greater impact
than effect (B).
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Figure 11: SAO
u (t; lr) for various values of α and β, given β/α = 1/1.2 (lr = 26; θ = 5.0, η =

24.0)
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Figure 12: SUAO
rc(t; lr) for various values of α and β, given β/α = 1/1.2 (lr = 26; θ = 5.0)

Next we show the numerical examples of the software service availability measures.
Figure 11 shows the dependence of the software service availability in use, SAO

u (t; l), in
Equation (46) on the values of α and β, given β/α is constant, in the case where the user
uses the system five times a day on average (θ = 5.0) and the mean usage time is one hour
(1/η = 1/24.0). This figure tells us that software service availability becomes larger as time
elapses and both of the values of α and β becomes larger; this is a similar tendency to
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Figure 13: SUAO
r (t; lr) for various values of α and β, given β/α = 1/1.2 (lr = 26; θ = 5.0)

RO
I (t, x; l) and MATO(t; l).

Figure 12 shows the dependence of the software service unavailability due to request
cancellation, SUAO

rc(t; l), in Equation (47) on the values of α and β, given β/α is con-
stant, where the broken line designates the instantaneous software unavailability denoted
as UAO(t; l) ≡ 1 − AO(t; l) and defined as the probability that the system is down and re-
stored at the time point t. As shown in this figure, the probability that the user’s request is
canceled becomes lower with the lapse of time. We can also see that the proposed measure
shows more optimistic evaluation than the traditional measure. Furthermore, this figure
indicates that SUAO

rc(t; l) shows the opposite tendency to SAO
u (t; l), i.e., the software service

unavailability is estimated higher when α and β are estimated larger. This reasoning is that
SUAO

rc(t; l) is the measure noting the relationship between the usage frequency of the user
and the restoration time, not the usage time and the operating time of the system. The
larger β leads that the restoration time is estimated longer.

On the other hand, if we observe that the system is down and restored, then we have the
different evaluation from the above mention. Figure 13 shows the dependence of the software
service unavailability under restoration, SUAO

r (t; l), in Equation (48) on the values of α and
β, given β/α is constant. As this figure indicates, SUAO

r (t; l) increases, i.e., the software
availability evaluation becomes more unfavorable with the lapse of time. The reason for
this behavior is that the mean restoration time is assumed the non-increasing function of n
from assumption A3.

6. Concluding Remarks

In this paper, we have discussed the user-oriented software availability evaluation methods.
We have used the Markovian software availability model to describe the software failure and
restoration characteristics in the testing phase of the software development process and the
user operation phase. Assuming that the ratio of the time-scale transformation between the
testing and the operation phases is constant, we have introduced the environmental factors
to express the difference between the testing and the operation environments. Furthermore,
defining the user-perceived software failure, we have proposed the modeling for the software
service availability assessment. From this discussion, we have derived several quantitative
measures for software availability measurement and assessment oriented to operational use;
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these have been given as the functions of the operation time and the number of debug-
gings performed in the testing phase. We have presented several numerical examples of
operational software service availability analysis and investigated the impacts of the envi-
ronmental factors and the consideration of the user’s behavior on the software availability
evaluation. It is meaningful that this study has revealed a clue to quantitate “the quality
of service” of software systems.

We have illustrated the numerical examples based on the simulation data, especially,
the values of the environmental factors, α and β, have been given experimentally. In the
practical use of this model, the estimation of α and β is important. However, it seems to be
difficult to estimate the values of α and β by using the data obtained from the corresponding
software project. In the present state of affairs, we cannot help deciding the values of α and
β experimentally based on the analysis of the past field data which are obtained from the
software systems developed before by similar projects. The practical estimation of α and β
remains a future study.
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