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Abstract A class of semi-Markov process was introduced by Latouche and referred as the semi-Poisson
process in which the intervals of time between events are identically, exponentially distributed random
variables and are not independent but dependent random variables. In this paper, we extend the class of
semi-Poisson process to the class in which the random variables are identically distributed with a given
PH-distribution and are not independent but dependent. We refer it as the semi-PH process.
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1. Introduction

In conventional queueing theory, it has been well established assumption that a sequence
of random variables for input and/or service process of the queue is a sequence of inde-
pendently, identically, distributed random variables. Although it is sometimes a realistic
representation of actual input and/or service process, it sometimes misleads the results
when the process has correlation. There may be many ways for the study of queues with
correlation characteristics. One of approaches toward the study is to compare a well-known
standard queueing system to another one such that the only difference lies in correlations
between interarrival times and/or service times. For the study along that way, a class
of semi-Markov process was introduced and referred as the semi-Poisson process by La-
touche[6]. In the semi-Poisson process, the intervals of time between events are identically,
exponentially distributed random variables and are not independent but dependent random
variables. Using the semi-Poisson process as the input process, the M/M/1 queue with
correlated input was studied in the paper. Related works are listed in [5, 7, 8].

In this paper, we extend the class of semi-Poisson process to the class in which the
random variables are identically distributed with a given PH-distribution and are not inde-
pendent but dependent random variables. We are concerned with the method to generate
the sequence of random variables in such a way that those random variables have a common
marginal distribution given in a form of PH-distribution and those are not independent but
dependent each other. For the sake of generation of the sequence of random variables, we
use a framework of semi-Markov process and a number of exponentially distributed random
variables. We refer the semi-Markov process as the semi-PH process. The semi-PH process
is discussed in Kishi and Kino [1-4]. As applications, the semi-PH process can be used as an
input and/or service process for variety of queueing systems in order to study the effect of
correlations on the behaviour of the queue comparing with the well-known standard queues.

This paper is organized as follows. In Section 2, we study the method to generate the
semi-PH process. The outline of the method and basic idea for the study are described
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in subsection 2.1. In Section 3, we show three examples of semi-PH processes. In the
first example, we rewrite the original semi-Poisson process by our LST(Laplace-Stieltjes
Transform) representation. Second example shows that we need at least one additional
exponentially distributed random variable to generate the semi-PH process with two-phase
Erlang distribution, while the last example shows that we need no additional random vari-
able to generate the semi-PH process with hyper-exponential distribution. In Section 4,
we study the method to generate a sequence of random variables which satisfies a given
correlation function and a given common marginal distribution at the same time. We study
this problem by a heuristic approach. A numerical example is given in this section. We
conclude the paper in Section 5.

2. Semi-PH Process
2.1. Preliminary

Let 7, be the time epoch of n-th event and X,,(= 7,, — 7,,_1) be the time interval between
events for n = 1,2,..., where 79 = 0. We are concerned with the method by which
to generate the sequence of positive random variables {X,,}2%, in such a way that these
random variables have a common marginal distribution given in the form of PH-distribution
and are not independent, but instead are dependent each other, i.e., the positive random
variables {X,,}>°; have an identically distributed common marginal PH-distribution and
have correlation. We refer to the given PH-distribution as the target distribution. Let X
be a random variable distributed by a target PH-distribution and the LST(Laplace-Stieltjes
Transform) be E(e7%%). We assume that all of eigenvalues of the subgenerator for the target
distribution are real. In other words, all of zeros of the denominator of the LST E(e~%¥)
are real. That is our start point. Our goal is to generate the sequence of {X,,}>2; stated
above. For the sake of the generation of a sequence of positive random variables {X,,}, we
use a framework of the semi-Markov process {S(t),0 < ¢} on state space {1,2,..., N} with
a transition probability matrix P of the embedded Markov chain. Subsection 2.3 describes
the semi-Markov process. The semi-Markov process is defined such that the LST of X,, can
be written in the form E(e %) = SV mE(e V), where m(= (m,)),) is a stationary
probability vector of P, i.e., w = wP and the positive random variable U, is the time
interval that the process is in state £. We refer the {U,})\, as kernel variables.

The basic idea is as follows. If we can find both 7 and {U,}}’, which satisfy the relation
E(e %) = o0 mE(e ) consistently, then E(e %) = E(e~X") is true. That implies
our goal. To find those variables, we apply a technique of partial fraction expantion to the
LST. Outline of the way to our goal is as follows:

(1) Expand E(e %%) into partial fraction form and find coefficient for each partial fraction.

This procedure is described in subsection 2.2.

(2) Find kernel variables of {U;}4,. The idea to find them is described in subsection 2.4.

(3) Expand the LST of E(e %) for ¢ = 1,2,..., N into partial fraction form and find
coefficient for each partial fraction. This procedure is described in subsection 2.5.

(4) Derive the stationary probability vector 7 solving a set of linear equations. This pro-
cedure is written in subsection 2.7.

(5) Find a transition matrix P which satisfies # = wP. We apply hueristic approach to
find it. The approach is described in Section 4.

2.2. Target PH-distribution

Let @ be a (T x T) matrix with negative diagonal, non-negative off-diagonal elements,
non-positive row sums, and at least one negative row sum.
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Based on @, we define a continuous time Markov process with (T'+1) states (0,1,2,...,7T)
and with an infinitesimal generator Q in the form

Q - (2 g) 1)

where the state 0 is an absorption state, the states (1,2,...,T) are transient, 0 is the row
vector with all elements being 0, ¢ = —Q1 and 1 is the column vector with all elements
being 1. We write a® = (ap, &) to denote the initial probability vector of @*. The PH-
distribution represented by (a, Q) is defined as the distribution of the absorption time
to the absorption state 0 with the initial probability a* in the Markov process. We call
Q a PH-subgenerator of the Markov process and («, Q) a PH-representation of the PH-
distribution. The probability distribution function F'(t) and the density function f(¢) for a
PH-distribution with representation (a, Q) are given as

F(t)=1—aexp(Qt)1 and f(t) = aexp (Qt)q

for t € [0, 00), respectively. If ap # 0, then the PH-distribution has a mass at time 0. In the
case that ag # 0, we can simply add f(0) = g to absolutely continuous part of f(t), t > 0
to obtain f(t) for t € [0,00). In this paper, we therefore assume that ag = 0 or equivalently
al = 1. For a positive random variable X with the PH-representation (e, @), the LST is
written in the form

E(e™) =a(l - Q) 'q.

We assume that the LST can be written as
E(e™™) = 55 (2)
where the denominator D(6) is a polynomial of 6 of order 7" in the form

D) =0+ X)™ 0+ X)) (0 4+ Ag)"™, mu+me+---+mg=T (3)

and the numerator N(f) is also a polynomial of § of at most 7' — 1 order. Moreover, we
assume that

D<A\ <A<+ < M. (4)
Note that D(0) = det(fI — Q) and that each —)\; is a distinct eigenvalue of the PH-
subgenerator Q with multiplicity m;(> 0) for i = 1,2, ..., K. Under these assumptions, we

can decompose the LST E(e~%%) to the form of partial fraction expansion

K i

. B(z,7
e 2 ; 6+ A(i)"zi)‘f“ ?
where i—1
B(i, j) = ﬁ;e— O+ )™ B, - o

The coefficient given in (6) is rearranged into row vector form as

g =(91,95 - .9%K) (7)
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where g; = (B(k,1), B(k,2),...,B(k,my)) for k=1,2,..., K. Let

1 1 1
*(9) =
#il6) (<9+Ak>mk’<9+xk>mk—1’ RCESY

)> for k=12, . K

and
@' (0)" = (#1(0), 3(0)", . ... i (6)") (8)
then the LST (5) can be written in the inner product form
E(e™) = g"¢"(0) (9)

where we use the notation a’ to denote the transpose of vector a.

Remark 2.1 We assume that all of eigenvalues of the PH-subgenerator are real. The class
of PH-distribution that satisfies such an assumption consists of a linear combination of
Erlang distributions, as shown in (5). Here, we use the term “linear combination” in place
of “mixture ” because the coefficient (6) may be either positive or negative. g

2.3. Semi-Markov process

Consider a semi-Markov process {S(t),0 < t} on the state space {1,2,..., N}, where ' < N.
The semi-Markov process S(t) changes its state at the time epoch 0 < 79 < 74 < ---. The
transitions between states follow an irreducible N-states Markov chain with a transition
probability matrix P = (p;;), ,j = 1,2,..., N. The stationary probability vector for the

Markov chain is denoted by 7 = (7, ma, ..., 7N), i.€.,
w=mP.
For n = 1,2,..., we denote X,, = 7, — 7,1 and S(t) = S, for 7,1 < t < 7,. The

semi-Markov kernel of S(t) is defined as

where G;(t) is a distribution function of a positive random variable U;, i.e., G;(t) = P(U; < 't)
fori=1,2,..., N. We refer the positive random variables {U,}; as kernel variables. Note
that G;(t) can be interpreted as the distribution function of the time interval that the
process is in state i, i.e., G;(t) = P(X,, < t|S, =) fori =1,2,...,n and forn = 1,2, ...
We assume that the embedded Markov chain start with the stationary state, i.e., the initial
state of the process is

P(S;=i)=m for i=12... N. (11)

See Fig.1 for a sample path of the semi-Markov process.
Proposition 2.1 Forn=1,2,...,

—GXn Z 7Tz —GUZ (12)

Proof. The LST form of the relation (10) is E(e %" S, .1 = j|S, = i) = p;; E(e ?Y"). Using
this form and the initial condition (11), we have the relation

N N N

e=0%n) ZZ E(e % S,y = j|S, =) P(S, = i|S) = k)P(S, = k)

=1 i=1 k=1

forn =1,2,... The proof is brief obtained after calculation. g
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Figure 1: A sample path of the semi-Markov process

2.4. Kernel variables

Proposition 2.1 suggests that if we can find m; and U;, « = 1,2,..., N, which satisfy the
relation

N
E(€_0X) = ZT{'Z‘E(G_QUi)
=1
then the relation E(e ") = E(e %X) holds for n = 1,2,..., which implies that each

marginal distribution of X, in the sequence of random variables {X,,}°°, agrees with the
target distribution of X. It is clear, however, that random variables {X,}>°, are not
independent but dependent random variables.

To compose kernel variables {U;}Y,, we introduce K + M exponentially distributed
random variables {Z;}5t™ . Let Z; be an exponentially distributed random variable with
parameter \; for : =1,2,..., K + M, where we assume that

O<)\1<)\2<"'</\K<>\K+1<"'<>\K+M (13)

and M =N —T, i.e.,

E(e7%%) = for i1=1,2,..., K+ M.

C +iAz-)

Note that parameters {\;}X, are the same values which appear in the denominator (3)
of the LST of the target distribution, while the values of parameters {\; }/* }'{Ail of additional
M random variables are arbitrary according to assumption (13).

To take into account of the multiplicity m; of each A\;, ¢ = 1,2, ..., K, in the denominator
D(0) of the target LST, we denote s(i) = my +mo+---+m,; for i =1,2,..., K and define
summation over n independent random variables {Z;}}_; as

V;(TL):ZH—I—ZZQ—’——FZZH for Z.:]_,Q,‘..,K

where
E(e™"%) = B(e%%) for k=1.2,...,n.

Using this notation, kernel variable U, is defined as follows. For the index ¢ in the range
s(i—1) <t < (i),

Ue=Vi(s(t) =04+ 1) + Viga(mip1) + -+ + Vi (mk) + Zg1 + -+ Zren (14

(© Operations Research Society of Japan JORSJ (2006) 49-4
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fori =1,2,..., K. For the index ¢ in the range s(K)(=T) </{ < T+ M(= N),
U=Zuk—r+Zisk—141+ "+ Zrkim- (15)

To better understand of the ordering of the index for U, a simple example is given in
the following.

Example 2.1 Consider the denominator of LST of the target distribution given in the form
D(0) = (0 + M\)*(0 + A2)?

and add two additional exponentially distributed random variables Z3 and Z; with param-
eters A3 and A4, respectively, where

0< A <A< A3 <Ay

In this case, my =2, me =2, T =m;+mo =4, K =2, M =2and N =K + M =6.
Kernel variables {U,}$_, are composed as

Ulz Z1+ Z1+ ZQ+ Z2+ Z3+ Z4

Uy = I+ Zot+ Lo+ Zs+ 2y
Us = Jot+ Zot+ s+ Zy
Uy = Zot+ Zst+ Zy
Us = Zs+ 2y
Us = Zy4

where, for the sake of brevity of notation, we reduce the double index of random variable
Zi, 10 Z;. q

2.5. Partial fraction expansion

The LST form for random variables defined by (14) and (15) are given in the form

K

_ Ai - Ak Ak
Be ) = (ot T G2 ] (16)
0+ N\ Voit 0+ N\ Mttt 0+ A\
K+M \
and  E(e7%) = H (=2 (17)
k=(+K-T 0+ A
respectively. The LST given by (16) can be expanded to the partial fraction form
Ble ) — B+ Z milﬁzs — 1) +g+1)
- —t
par (0 + ;)50 —t+1-7 S = 0+ )™
+ KJFZM ﬁ(ﬁ,S(K)—}—k—K)) (18)
k=K1 0+ A
where for 0 < m < s(i) — 1
Bl 0 +m) = id—m(Q + X )DL (e 700 (19)
’ m! do™ 0=—x;
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for0<m<mp—1,i+1<k<K

1 dam

_ - mi —QUZ
B, s(k—1)4+m+1) g (0 + \p)™ E(e” ") NN (20)
and for K +1< k< K+ M
B, s(K)+k — K) = (04 Mgyp)E(e™7) : (21)
O=—AK 1k
Similarly, the LST given by (17) can be expanded to the partial fraction form
K+M
. e, m)
By -y SLm (22)
m=(+K~-T (04 Am)
where for A + K — T <m< K+ M
B, m) = (0 + A\p) E(e” %) , (23)
2.6. Stationary probability vector
We define an (N x N) upper triangular matrix C = (3(, j)) in the form
2,2) - 2, N
B(N,N)

where (3(i,j) = 0 for i > j.
Proposition 2.2 C is a regular matrix.
Proof. Using assumption (13) and the definition of (¢, ¢) given by (19),(20),(21),(23), we
can confirm that each diagonal element (3(¢, ¢) is strictly positive for £ = 1,2,..., N, so that
det(C) is also strictly positive, because det(C) = [, B(£, €). u

We compose vector g using vector g* defined by (7), adding M zeros, in the form

M

——
g=(g",0,0,...,0) (25)

and vector () using ¢(0)* defined by (8) in the form

M
@(0)" = (" (0)", res1(0), prcsa(0), ..., on(0)) (26)
where 1
= f =K+1,...,N.
we(0) Euy or / +1,...,

Using (25) and (26), one can see that the LST of X, can be written in the form
E(e ") = nCp(h). (27)

Proposition 2.3 Linear equation wC' = g has unique solution and w1 = 1.

(© Operations Research Society of Japan JORSJ (2006) 49-4
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Proof. Uniqueness of 7 is clear from Proposition 2.2. Short calculation yields 7wl = 1.
The main results of the present paper are summarized in the following proposition.

Proposition 2.4 If the solution of lenear equation

nC =g (28)
is non-negative, then
(a) forn=1,2,...
E(e ") = E(e ") (20)
and
(b)
E(X:1X,) = v diag(m)P" V! (30)

where v = (1), ve = E(U;) for £=1,2,...,N.
Proof. From Porosition 2.1 and 2.3, if the solution 7 is non-negative, then the m is a
probability vector which satisfies E(e™®¥n) = STV m,E(e ") for n = 1,2,... On the
other hand, using relations (18), (22) and (28), identifying the coefficients of each term on
both sides, the relation 2% | mF(e~") = E(e~?X) is shown to be true. In other words,
g p*(0) = wCep(0). This proves the statement (a).

From the definition of a covariance function, forn =1,2,... |

E(X1X, / / 12, dP (X < 21, X, < ). (31)

Brief calculation yields the relation

N N
P(X) <o, Xy <) = Y Y P(Xy <y, 8 =i, Xy < 2, Sy = j)
=1 j=1
N N
ZZGJ () pfjn UG,-(xl)m. (32)

=1 j=1

Substitution (32) into (31) yields the statement (b). g

Remark 2.2 As far as the authors know, there is no case that an negative element appeares
in the solution of (28).

The correlation function of n is defined in the form

 B(X,X,) — B(X)?
n = TE(X?) — B(X)?

for n=1,2,... (33)

Note that in this subsection we have shown the method of generating the elements of
the stationary probability vector 7r, while the problem of generating the elements of its
transition probability matrix mentioned in subsection 2.3 remains to be solved.

2.7. Transition probability matrix

There are several possible transition probability matrices P which satisfy w = wP. Here,
we show two examples.

(© Operations Research Society of Japan JORSJ (2006) 49-4
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Example 2.2 Let

aq 1—CL1 0 0
0 as 1—ay ... 0
P=]|0 0 ' ' : (34)

: an-1 1—an_y

1 0 0

and
TN .
a;=1—— for i=1,2,....,N—1.

T

The relation w = 7w P is true, and P is a probability matrix if 7y < m; fori =1,2,... N—1.

Example 2.3 Let

o 1 0 ... 0
0 1 0 0

P= (35)
: .. . . 0
0 ... 0 1
a; az ... ... aN—1 an

and
T T — T TN — TTN-1
a1:_7a2: 7...’a/N:—.
TN TN TN

The relation w = «w P is true and P is a probability matrix if my < my < -+ < 7y
Note that we can rearrange the order of states according to the order of (m;)¥; to satisfy
the probability condition.

3. Examples
3.1. Semi-Poisson process

We introduce a simple example of a semi-Poisson process proposed by Latouche[6]. This ex-
ample shows an LST representation for the semi-Poisson process rather than the distribution
function representation used in the original paper.

Let Z; be a random variable distributed according to the target exponential distri-
bution with parameter A\; and let Z; and Z3 be two additional random variables dis-
tributed according to exponential distribution with parameter Ay and A3, respectively, where
0 < A1 < Ay < A3. Thus, we have

A
0+ X\’

B(e0%) = 2

E —07Z4 _ _
(=) 0+ Ny’

Here, B(1,1) = Ay and g* = (A1), so that the coefficient vector becomes g = (A1, 0, 0).
Kernel variables are composed such that

Ul - Z1+ ZQ+ Z3
Us Zot  Zs
U3 - Z3.

(© Operations Research Society of Japan JORSJ (2006) 49-4
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The LST and its partial fraction expansion forms for U; and U, are given as
. B(1
E —6U1 —
(=) ZH(0+A) Ze+

3

_otny _ A\ N~ B0
B GU)_E(9+AZ-) _29+A'

Calculating each coefficient 3(i, j) and arranging the coefficients into matrix form, we obtain
the coefficient matrix C' in the form

A1 Ao A3 A1 A2 A3 A1 A2 A3
(A2 = A)As = A1) (A= A2)(As = Az) (A1 = Ag)(A2 — As)
C = (B(i,))) = A2As A2As
)\3 — )\2 )\2 - )\3
Az

where [3(i,j) = 0 for i > j. Solving the linear equation wC' = g, the stationary probabilities
7 = (m;)2_, are obtained in the form

Consequently,

B(e ) =Y mB(e?) = E(e %) for n=1,2,...
/=1

If % < i—; and 1 < 3\\—; + i—i, then m; < my < w3. Therefore, the transition probability matrix
P can be written in the form

0 1 0
P=10 0 1 where alzﬂ, ay = 2 71’ a3:7T3 2 (36)
3 3 T3
a; ag as

For another case, if 1 :\\—1 and 1 > ’\1 + )‘2 , then m < w3 and m < m3. In this case, the

transition probablhty matrix P can be ertten in the form

aq 1— aq 0 - T
P=10 as 1—ay where a;=1— — and ay=1— —°. (37)
1 0 0 m 2

3.2. Semi-PH process with Erlang distribution

Consider a random variable X distributed according to a PH-distribution with representa-
tion (o, Q) where

— (1,0), Qz(_oAl _Ail ) g’ =(0,\).

Equivalently, the X is distributed according to a two-phase Erlang distribution with
parameter \; and the LST is written in the form

e =50 (25

(© Operations Research Society of Japan JORSJ (2006) 49-4
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Coefficient vector g* of the target distribution is thus g* = (A\},0).

We use one additional random variable to generate the semi-PH process. Let Z; and Z,
be random variables distributed according to exponential distribution with parameters \;
and Ag, respectively, where 0 < A\; < Ay. Thus

A1

B )= 72 Be") -

We compose kernel variables such that

U1: Z1+ Z1—|— ZQ

U2 = Zl+ ZQ
U3 == ZQ.
The LST and its partial fraction expansion form for U; and U, are given as
2
1,1 1,2 1
E(efHUl): )‘1 ( >\2 _ ﬁ( ) ) +5( > )‘i‘ﬁ( 73)
0+ N\ 0+ o O+ )2 O0+XN 0+
E(e ) = A1 A2 _ B2,2) n 5(273).
0+ M\ 0+ Ao O+ N 04 X

Setting coefficient vector g = (A2, 0,0) and calculating each coefficient 3(4, j) and arranging
each coefficient (i, j) into matrix form, we obtain the coefficient matrix C' in the form

Ao Ao Ao
o A= A1 (AL —A2)? (Ag — Ap)?
C = (B(i,5)) = A2 A1z
)\2 — )\1 )\1 - >\2
A

where 3(i, j) = 0 for ¢ > j. Solving the linear equation wC = g, the stationary probabilities
m = (m;)?_; are obtained in the form

)\1 )\1
Consequently,
Ble ™) = (1= 2 B(e ) + 2 B(e ) = B(e™) for n—1,2
_ i, . — =1,2,...

As the result, the generic random variable Us is not needed in order to realize the semi-PH
process. In this example, we have to add at least one additional variable, otherwise we can
not generate the objective semi-PH process.

If % < ’A\—;, then m < my, else m; > my. Therefore, for the case in which m; < w9, the
transition probability matrix P can be written in the form

(0 1 . ™
pP= (al 1 al) where a; = —. (38)

For the case in which m; > 7y, the transition probability matrix P can be written in the
form

P = (a1 L _Oal) where a; =1— 2. (39)

(© Operations Research Society of Japan JORSJ (2006) 49-4
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3.3. Semi-PH process with hyper-exponential distribution

Consider a random variable X distributed according to a PH-distribution with representa-
tion (e, @), where

o= (041,062)7 Q= <_5\1 _0)\2 ) qt = <)\1,)\2).

Equivalently, the X is distributed according to hyper exponential distribution with two
parameter A\; and A\, where 0 < A\; < Ay. The LST of X is written in the form

N(Q) B al)\l 4 OéQ)\Q

D) 0+ 0+

E(e ) =

so that g* = (a1 A\, aeAa).
Let Z; and Z; be random variables distributed according to exponential distribution
with parameter Ay and Ay, respectively. Thus we have

A
E —07, — 1
(™) =77 "

We compose kernel variables such that

{ U1: Z1—|— ZQ

A

E(e™") = .
) =55

U2 - ZQ.

The LST and its partial fraction expansion form for U; are given as

B(e) = (QfAl) (9%2) = (5&2) - g(ii)

Setting coefficient vector g = g* = (a1 A1, ag\y) and calculating and arranging each coeffi-
cient (i, 7) into matrix form, we obtain the coefficient matrix C' in the form

A1 Ao A1 Ao

C = (5(%])) =l A=A A=A
0 Ao

Solving the linear equation wC = g, the stationary probabilities = = (m;)%, are obtained

in the form

A A
7T1:041(1—)\—;), 7722042—a1(>\_;)-
Consequently,
A A
Be™) = ay(1= TIEE ) + (0 — n () Be) = Be™™) for n=1.2,...
2 2

If a1 < an, then m; < my, else m > my. Therefore, for the case in which m; < m,, the
transition probability matrix P can be written in the form

aq ]_—CL1 o

P = (0 L ) where a; = e (40)

For another case in which m; > 5y, the transition probability matrix P can be written in
the form

R R 1—a . _E
P—(1 0 ) where a; =1 - (41)

Note that we use no additional random variable for this case, i.e., M = 0.

(© Operations Research Society of Japan JORSJ (2006) 49-4



302 Y. Kishi & I. Kino

Remark 3.1 As shown in this section, there exist two examples, one of which requires
no additional random variable to generate the objective semi-PH process, while the other
requires at least one additional random variable. The questions of how many additional
random variables are required to generate an objective semi-PH process and what condition
determines the minimal number of additional random variables arise. Unfortunately, the
answers to these questions remain unclear. g

4. Heuristic Algorithm
4.1. Genetic algorithm

In section 2, we investigate how to determine the stationary probability vector 7 to gen-
erate the objective semi-PH process. In this section, we study the semi-PH process which
satisfies an additional constraint in addition to the constraint giving in the form of a target
distribution at the same time. We consider the problem of how to fix the transition prob-
ability P of the embedded Markov chain such that P satisfies the relation @ = w P and
P provides given values of the correlation coefficient through the relation (30) at the same
time. Finding an analytic approach to accomplishing this task is difficult and remains an
open problem. We therefore examine this problem using a heuristic approach rather than
an analytic approach. In this section, we use a genetic algorithm(GA)[9].

Consider a transition probability matrix P as an individual and let ¢th individual es-
timate be ]5¢ = (ﬁl(f)) for ¢ = 1,2,...,® . To obtain the best estimate, we search for
the smallest evaluated value among ® individuals and W generations. Each generation has
evaluation and operation steps.

Each individual has 32N (N — 1) bits’ data f where N is order of P and they correspond

~

to a transition probability matrix P.

32N (N—1)[bits]

~

bitdataf:011...10|110...00\...|001...11
P11 P12 PN, N—1

Each element p;;(0 < p;; < 1) in Pis assigned to 32 bits from f. These bits are transformed
to a [0,1] real number. Since order of P is N, 32N? bits are required. However, from
stochastic condition we define p;y =1 —pjy —pPia — -+~ — Pinv—1. If we get a s for p;1 + pio +
--++ Pis > 1 on the transformation process of p;;, then we define

Dis = 1—]311—]31‘2—"'—231‘,571 and
pir = 0 fort=s+1,s+2,...,N.

In the evaluation step, we first evaluate the error between the stationary probability

vector 7 and 7(? by calculating v§¢);

v = |7 — 1| + [P — o -+ |7 — .

If vg‘t)) is greater than ¢, then let the evaluated value be maximum and we do not per-

form evaluation again. When v§¢) < €1, we calculate the correlation coefficients ﬁ(¢) =

(ﬁ§¢), [)gd)), ce ﬁgf))) and then define the evaluated value véd)) of ¢th individual;

o7 = B = p? + (0 = o) (B = )

where p = (p1,p2,...,pn) are assigned correlation coefficients. In the operation step, we
perform crossover with the individual that has the minimal evaluated value and then apply
mutations to every individual. The entire algorithm is given below.

(© Operations Research Society of Japan JORSJ (2006) 49-4



Generation of Semi-PH Process 303

Figure 2: Two correlation functions with ps = 0.7 and ps = 0.9

Algorithm K:

A-1 Generate initial individuals Pl,Pg, e ,]3¢, such that each P¢ is a probability
matrix of which each element is chosen randomly.

A-2 Calculate v@ and v§¢) for p =1,2,...,® and let vy, = mind){véd))}.

A-3 Stop searching if either v,,;, is smaller than the given criterion €, or the number
of generations achieved at the given W.

A-4 Renumber the index ¢ of ]5¢ in the increasing order of U§¢), ie, o1 < ¢q if
U§¢1) < Ué@).

A-5 Replace {P;} with Py, where [¢] is the maximum integer less than &.

)
o=[%] )
A-6 Do operations in the sense of GA except P.

A-6 Increment the number of generations and go to A-2.

4.2. Numerical example

Let the target distribution of a random variable X be a PH distribution with the represen-
tation (o, @), where

The LST of X is written as

0125  —0.075
E —0X —
) =01 T o703

so that A\; = 0.1, Ay = 0.3 and g* = (0.125,—-0.075). Adding one additional random
variable Z3, we define three exponentially distributed random variables Z;, Z, and Z3 with
parameter A\; = 0.1, Ay = 0.3 and A3 = 0.7, respectively. Composing generic random
variables Uy = Z1 + Zy+ Z3, Uy = Zy + Z3 and U3 = Z3, decomposing LST of those random
variables into partial fraction form, calculating each coefficient of each partial fraction, we
derive matrix C' in the form

0.175 —0.263 0.088
C = 0 0.525 —0.525
0 0 0.700
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Setting g = (g*,0) and solving the linear equation of wC = g, we obtain
7 = (0.7143,0.2143,0.0714).

We keep two constraints in order to determine the transition probability matrix P. One
of these constraints is that P must satisfy the relation @ = wP. The other constraint is
that the value of the correlation function at n = 2 satisfies a given value, i.e., ps of the
correlation function is equal to the given value. We examine two cases in which p; = 0.7
and py = 0.9. Applying the GA algorithm K given in the previous subsection, transition
probability matrices P, for p, = 0.7 and P, for ps = 0.9 are obtained such that

0.9080 0.0920 0.0000 0.9526 0.0474 0.0000
P, =1 0.2886 0.4000 0.3113 and B, = | 0.1379 0.7807 0.0815
0.0527 0.8831 0.0642 0.0601 0.1836 0.7563

respectively. Using the results for P, and Py, we can compute correlation function p,, for
n =2,3,..., as shown in Fig.2 in which the solid line shows the correlation function with
P, and the dotted line shows correlation function with Py,

5. Conclusion

The method to generate the semi-PH process was discussed in this paper. By using the pro-
posed method, we can generate a sequence of random variables that have a given marginal
distribution and are not independent but dependent. Future studies are listed in the fol-
lowings: Analytic method to find the transition matrix that satisfy both conditions for a
given marginal distribution and for a given correlation coefficients at the same time; Study
for application of queueing systems with correlation characteristics by using the semi-PH
process; Study for extension to a PH-subgenerator with complex conjugate eigenvalues.
Acknowledgement: The authors wish to acknowledge their grateful thanks to anonymous
referees for their helpful comments on the paper.
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