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Fuzzy perceptive values for stopping models and MDPs
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1. Introduction

In a real application of such a mathematical model as a optimal stopping or a Markov decision process
(MDP), it often occurs that the required data is linguistically and roughly perceived (for example, the
price of the asset is about $100, etc). A possible way of handling such a perception-based information is
to use the fuzzy set (cf. [3]), whose membership function describes the perception value of the required
data. If the fuzzy perception of the required data is given, how can we estimate the future expected reward,
called a fuzzy perceptive value, under the condition that we can know the true value of the required data
immediately before our decision making. The problem formulation is inspired by Zadeh’s paper [6], in
which the perception-based-theory of probabilistic reasoning is developed and the idea of the perceptive
value(possibility distribution) of the objective function under the possibility constraints is proposed by using
a generalized extension principle.

Here, we formulate the perceptive models for optimal stopping problems and MDPs, and the correspond-
ing fuzzy perceptive values are characterized and calculated by a fuzzy optimality equations. Numerical
examples are given. _ _ _

Let R be the set of all real numbers and R the set of all fuzzy numbers, i.e., § € R means that 5: R — [0, 1]

is normal, upper-semicontinuous and fuzzy convex and has a compact support, The a-cut of s € R is given
by 5o := {z € R| 5> a}(a € (0,1]) and 5p := cl{z € R | § > 0}, where clA is the closure of a set A. We
write § = [s5,5%]a € [0,1]. For 5,7 € R,

max{s,7}(y) ;== sup {5(z1) AT(z2)} (y€R),

z1,z2€R
y=z,VIy

then § < 7 (fuzzy max order) means 7 = max{s,7}.
2. Perceptive stopping model
Let X be the set of all integrable random variables on the probability space (Q, M, P) and X" = {X =
(X1,-..,Xn) | Xt € X (1 <t < n)}. For each sequence of random variables X = (X1,...,X,) € X7,
we denote by §* = 6*(X) the optimal stopping time for X (cf. [1]) with the optimal expected reward
E(Xs) = E(Xs(x))- B

A measurable map X : 2 — R is called a fuzzy perception on X. For a sequence of fuzzy perceptions

X = 551, . ,)?n, the problem is to charg{::cerize and computgjhe perceptive value Ef}\fg- where
(2.1) EXs(z)= sup X(X),
z=E(X s+)
Xex"
(2.2) X (X) = sup X1 (w)(X1(w)) A+ A Xp(w)(Xn(w)) (aAb=min{a,b}).
weld

Theorem 2.1 The following holds:
(i) E(X5) €R.

(ii) Suppose that X = ()~(1, ... ,X’n) is independent with each X, (t=1,2,...,n). Then EX is given by
the backward recursive equation.

(2.3) = B(X,), ¢ =Emax{Xe, 7, (k=n-1,...,2,1) and 77 = E(X;.).
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3. Perceptive MDPs

Consider finite state and action spaces, S and A, containing n < oo and £ < oo elements with § =
{1,2,...,n} and A = {1,2,... ,k}. Let P(S) C R* and P(S|SA) C R"X"k be the sets of all probabilities
on S and conditional probabxhtles on S given S x A, that is,

P(S) = {a=1(a(1),q9(2),--.,q(n)) | q(s) 20, Zq(2 =1, 1€ 8},

i=1
P(SISA) = {Q=(giu():i€SacA)]
Qia(') = (Qia(l)? Qial(2): s »(Iia(’”«))/ € P(S), 1 € S,a S A}

For any Q = (qia(*)) € P(S|SA), A MDP is specified by {S,A,Q,r}, where r : S x A = R, is an
immediate reward function. Denote by F the set of functions from S to A. A policy n is a sequence
(f1, f2,-..) of functions with f, € F (¢t > 1). Let II denote the class of policies. We denote by f the policy
(f1, f2,-..) with fi = f for all ¢ > 1 and some f € F. Such a policy is called stationary.

We associate with each f € F, Q € P(S|SA) the column vector 7(f) = (r(1, f(1)),... ,7(n, f(n))) and
the n x n transition matrix Q(f), whose (i,) element is g; s(;)(j) 1 < i,5 < n. Then, the expected total
discounted reward from 7 = (f1, fo,...) is the column vector 1/)(7r|Q) (W1, 7Q),... ,¥(n,7|Q)), which
is defined, as a function of @ € P(S|SA), b

(3.1) »(n|Q) = Zﬁ Q(A)Q(f2) - QU (fr41),

where 0 < # < 1 is a discount factor.
It is well-known (cf. [4]) that for each @ € P(S|SA), a optimal stationary policy f* = f*(Q) exists with

(3.2) Y, f11Q) = Slelgf(ile) =94, Q).

The perception @ia on P(S) is supposed to be given for each ¢ € S,a € A. Then the perception Q on
P(S|SA) is defined by

(3.3) QQ) = i Qia(gia)(-), where Q = (gia :i € S,a € A) € P(S|SA).

The problem is to find the perception value 17;(:'), where

(3.4) p(i)(z) = sup
QEP(SISA), z=9°(i,Q)

Theorem 3.1 The following holds:

(i) 9(3) e R.
(ii) ¥(i) (i € S) is given as a unique solution of the fuzzy optimality equation:
(3.5) (i) = B8x{L(r(i,a)} + BQia - ¥},

where Q - P(z) = sume( q) A (%) and the supremum is taken on the range {(¢,%) € P(5) xR" | z =
Sr 1 a5} and Y() = () (W1) A+ Ap(n) () with § = (1, ... ) € R™.
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