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1. Introduction

We consider the simplest type of ANP that is com-
posed of the set of criteria C = {Cy,...,Cn}, the
set of alternatives A = {A;,..., A}, the evalua-
tion matrix U of alternatives by criteria and W of
criteria by alternatives. This type of ANP has a
so-called supermatrix

0w
-2 %] 0

It is often said that the values of elements of W,
the evaluation of criteria by alternatives, are unsta-
ble. Saaty [2] insists that Bayes Theorem is included
in the framework of ANP. This study proposes the
new approach of revising W based on this idea and
to show no contradiction of the new one.

2. Structures of Bayes Theorem and ANP

We illustrate the structures of Bayes Theory and
consider a group G of human beings (G may be the
whole people of U.S.A.) Some of them have a cancer.
Let C; be the set of persons of cancer and C; =
G\ C; be the set of non-cancer ones. Denoting the
percent /100 of C;(C5) by p1(p2), we have p; +py =
1. Let A; be the set of persons who are decided to
cancer by the medical checkup. And Ay = G\ A, is
the set of ones decided to have not cancer. Denoting
the percent/100 of A;(A3) by ¢1(g2), then we have
q1 + g2 = 1. Then we have the following four kinds
of conditional probabilities:
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All we can know is only the results of the medical
check. The (conditional) probability for a person
decided to have cancer by the medical check to have
really cancer is clearly represented as
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By using p;,q; and u;j, then (3) is "‘—zl-lﬂ In Bayes
theory this ratio is called a posteriori probability.

This way of expression is based on their idea tak-
ing Cy, C> as causes and A, A2 as outcomes. The
aposteriori probability w;; of C; on the outcome A;
is
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Since q; = );ujipi, (4) is equivalent to w;; =

E—"Jp‘— This is the famous Bayes Theorem.
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In order to have a linkage between Bayes Theorem
and ANP, take the simplest actual example of (1)
type of ANP. Consider two fast food companies A,
and Aj, and two evaluation criteria C; and Cs.

Now assuming that the whole people G of U.S.A
can be decomposed into two groups C; supporting
C) and C, supporting Cy. The similar decompo-
sition 4; and A, is considered. Then evaluating
weight p;(g;) of C;(A;) can be considered to be near
percent/100 of Cj(A;) in G. Similarly evaluating
weight u;; of A; by C; can be considered to be near
to the percent/100 of A; within C;. Considering
pi = |Ci|/|G| and ¢; =~ |A4;|/|G| and some realistic
and mild assumptions, Saaty mentions that evalu-
ating weight w;; of C; by A; is close to —'f%’",

ujipi N
i N i, 5
Vg ®
If (5) is valid with exact equality, it completely co-
incides with Bayes Theorem (4). This is a brief

explanation of Saaty’s claim ”ANP includes Bayes
Theorem”.

3. The revising method of W

Our  revising  method, Bayes  Revising
Method(BRM), assumes the relations (5). To
describe BRM, we define several symbols as fol-
lows:
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W: initial value of evaluation matrix of

criteria by alternatives(w; is an evaluat-

ing vector of criteria by A;, j =1,...,n.)
= [p1,...,pm]" : evaluation vector of

criteria by an outer factor

q = [q1,---,qn] " : evaluation vector de-

termined by ¢ = Up.

Here we assume as usual ANP
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Writing (5) by matrix-forms, we have

Wi > O,U—,;j >0 (6)

W= (Ap)UT (8g) 7, (7)
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where Ap = ) . Considering g = Up,
0 Pn

we can write the right hand-side of (7) as

Wip] = (Ap) UT (A(UP))™ 8)

which is considered to be a transformation of apri-
ori probability into aposteriori probability W[p] by
Bayes Theorem. Here we call (8) Bayes transforma-
tion.

Now the principle of BRM is to make Bayes trans-
formation W[p] of the convex combination p =
Yi=1rjwj of w, ..., Wy, to be nearest to W. That
is, the principle of BRM is to find
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such that

Wip] = (Ap)UT (A(UP)) ™! (10)

is near to W as possible as we can. Then we take
W]p] as the revised W.

Here we take the min-max principle as the near-
est; that is, the min-max principle is
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s.t.zrkzl, re >0, k=1,...,n. (11)
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The optimization problem (11) is a typical frac-
tional program and it can be solved by Dinkelbach
algorithm [1].
Once we had the revised matrix W, the analysis
of ANP are carried out by the revised supermatrix
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4. Some pi‘operties of BRM
Main properties of BRM are as follows:

Theorem 1 The evaluation weight vector of crite-
ria of ANP with the supermatriz (12) is an optimal
solution p* of (11) and the evaluation weight vector
of alternatives is Up*.

Theorem 2 Let S be a supermatriz (1) and let p*
be an evaluation weight vector of criteria by ap-
plying BRM to S. Suppose that W of S satisfies
Wi > Wy > - > Wy for all j =1,...,n, then
pi > p3 > - > py,. That is, BRM has no contra-
diction.

Theorem 3 Let A* and p* be the optimal value and
the optimal solution of
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where C(W) is the conver hull
,wn}. Let X and )\ be the opti-
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of (13) and any optimal solution p*
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isfies A* > max jiPi L Jf
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C(wi, -, wj—1,Wjq1, -+, Wwy). If a positive vec-
tor w; satisfies Y i, w;; = 1 and p* satisfies
@iuipt  uipt
A* > max i ]*p’~11pz* ’
i=1,...m UjiP; WijU;P

then p* is also an optimal solution of

} and that the optimal value \*
of (13) sat-

and p* €

{ UiP; ’wilulp}
. max ——7 -
. i wywp  wip;
min max - ,
pec(W) max_ UjiPi Wi ;P }
i=1,..., w ‘U [7)
1 iU Ujipi
where W = [w1, s ,’wj_l,ﬁ’j, Wiy, aw’n]'.
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