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1 Introduction

This paper discusses a stochastic modeling for
software safety/reliability measurement based on the
number of debuggings, and provides a metrics of soft-
ware safety (1] defined as the probability that the
software-intensive system does not fall into any un-
safe states as the function of the time and the number
of debuggings. The unsafe state of the software sys-
tem is defined as the state of the computer-intensive
system that induces the hazards such as the injuries
to human lives, illness, and serious financial losses due
to the software’s undesirable processes [2]. The atten-
tion of this paper is directed to the event that the sys-
tem causes unsafe states randomly in operation. Fur-
thermore, we consider that some of debuggings which
primarily perform for software reliability growth con-
tribute to software safety improvement as well in soft-
ware safety modeling.

2 Model description

We give the following assumptions to construct the
software safety/reliability model:

Al. When the software system operates safely, it fall-
s into the unsafe state randomly, i.e., the hold-
ing time of a safe state in operation follows the
exponential distribution with mean 1/6,, where
n=20,1, 2, ... denotes the cumulative number
of corrected faults. We call 4, the software un-
safety rate. The holding time of an unsafe state
is also random and follows the exponential distri-
bution with mean 1/7.

A2. A debugging activity is performed when a soft-
ware failure occurs. A debugging activity is per-
fect with the perfect debugging ratea (0 < a < 1),
on the other hand, imperfect with probability
b(= 1 — a). One perfect debugging corrects and
removes one fault from the system. Debugging
activities are performed in safe states and the de-
bugging time is not considered.
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A3. Software reliability growth occurs in the case of
the perfect debugging. The time-interval between
software failure-occurrences follows the exponen-
tial distribution with mean 1/A,. A, is a decreas-
ing function of n.

Ad4. A perfect debugging activity improves software
safety as well with probability p (0 < p < 1), on
the other hand, does not improve with probability
9(=1-p).
no impact on software safety.

Imperfect debugging activities have

We consider a stochastic process {X(t), t > 0} rep-
resenting the state of the software system at the time
point t; this state space is (W, U), where safe state
vector W = {Wp; n =0, 1, 2, ...} and unsafe s-
tate vector U = {U,; n =0, 1, 2, ...}. The events
{X(t) = Wrp} and {X(t) = Un} mean that the sys-
tem is operating safely and falls into the unsafe state
at the time point ¢, when n faults have already been
corrected, respectively.

We refer to the description of the software unsafe-
ty rate 8,. Let I, be the binomial random variable
representing the number of perfect debugging activ-
ities contributing to software safety improvement as
well out of n perfect debugging activities. For describ-
ing a software safety improvement process, we assume
that the software unsafety rate when {I, = i} can be
describe as

6(i) = af?
(:1=0,1,2,...,n;,a>0,0<3<1), (1)
where a and [ denote the initial software unsafety rate
and the decreasing ratio of the software unsafety rate,

respectively. Accordingly, considering the expectation
of 8(i), we give 8, as

On = E[0(1n)] = a(pB + )", (2)

Figure 1 illustrates the sample state transition dia-
gram of X (t).
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Fig.1 A sample state transition diagram of X (¢).

3 Derivation of metrics of software
safety

We consider the relationship between the number
of debuggings and software safety measurement. Let
[l =0,1, 2, ... denote the number of debuggings.
Furthermore,

Si(t) = Pr{X(t) € W|X(0) = W;}
= ZPWi,Wn (t), (3)

denote the probability that the system is in a safe s-
tate at the time point t, given that it was in state
W; at time point t = 0 (see Fig.2), where P4 g(t) =
Pr{X(t) = B|X(0) = A} (A4, B € (W, R)) is the s-
tate occupancy probability that the system is in state
B at the time point ¢ on the condition that the system
was in state A at time point t = 0. Pw, w, (t)’s can
be obtained analytically.

It is noted that the cumulative number of corrected
faults or perfect debuggings at the completion of the
I-th debugging, Ci, is not observed explicitly and im-
mediately since we assume imperfect debugging envi-
ronment and that C; follows the binomial distribution
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Fig.2 Sample behavior of the system and event
{X(t) e W|X(0) = Wi}.

from assumption A2. Accordingly, the metrics of soft-
ware safety after the completion of the [-th debugging
is given by '

l
S(t;l) = Z C)a‘b’-is,-(‘t), 4)

which represents the probability that the system does
not fall into any unsafe states at the time point ¢,
given that the [-th debugging was complete at time
point ¢ = 0. ‘
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