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1 Introduction

We propose a new Markov chain for sampling B™ x J = B x -+ x B x J contingency tables where
B = {1,2} and J = {1,2,...,n}. This Markov chain is an extention of the Markov chain which is
proposed by Dyer and Greenhill {3] for two rowed contingency tables. To show that our Markov chain
is rapidly mixing, we use a path coupling method, which is proposed by Bubley and Dyer [1].

2 Contingency Tables

We denote the set of integers (non-negative integers, positive integers) by Z (Z,,Z, ;) respectively and
consider a set of contingency tables indexed by B™ x J where B = {1,2} and J = {1,2,...,n}. Any
index in J is called a column inder. For any vector z € R®" %7, both z(%;J) and z(iy,2,...,im;J)
denote the elements of o indexed by ¢ = (41,42,...,im) € B™ and j € J. For any column index j € J,
z(j) € RP™ denotes the subvector of z € RB™ %’ consists of elements defined by indices in B™ x {j}.
Given a vector of indices ¢ € B™, ¢; denotes the vector (iy,...,%-1,%141,-..,im) € B™ ! and we also
denote the vector ¢ by (i;,4;) by changing the order of elements. For any vector = € RE™*7 and
le{1,2,...,m}, z(i,4; j) denotes the element z(i;j) by changing the order of indices.

Let (v!,72,...,7™;c) be a sequence of non-negative integer vectors where r! € ZEm_l"" for each
le{1,2,...,m}andce Z?_m. The element of 7! indexed by (3;j) € B™~! x J is denoted by r!(4; ).
The set of contingency tables corresponding to (r!,72,...,7™;¢) is defined by

2 jes o(%7) = c(9) (vie B™)

Each element in 7 is called a table for simplicity. In the following, z'ieB"‘ ¢(2) is denoted by N.
Clearly, for any table z € 7, the sum total of elements of z is equivalent to N.

T %t {:z: € ZE"‘X"

z(ip, 1;5) + (4, 2,5) = r'(3555) (M€ {1,2,...,m}, Vi;e B™"!, Vje J), }

3 Markov Chain

Here, we propose a new Markov chain whose mixing time is bouded by a polynomial in n and In N.
We define the parity function p: Z — {1, -1} by

(@) = 1 (z is an even integer ),
PEI=1 21 (z is an odd integer ).

For any index ¢ € B™, we denote p(i; + 42 + - - - + i) by p(2). The vector A € {1, —I}Bm is defined
by A(#) = p(z) for each vector of indices 2 € B™. Given a pair of distinct column indices (5, 7), we
define the vector A[j’,;"] € ZB™*Y by

o [O GEINGLI,
AN A (=),
-A (G=5".
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For any table £ € T and any palr of distinct column indices {j’, "}, we define the following set
of vectors; . '

. B z(ip, 1;7) + 2(i, 2, 5) =y, 15 5) + (i, 25 5)
N {i,i") € (yezd U vief1,2,...,m), Vipe B™L, Vi€ {j',5"}),
: z(4;5') + 2(45") = y(4,5') + y(3;5") (Vie B™)

= {vezf" Ve, ()G = (=(),2(") +6(8,-) > 0}

By using the above set A (x; {j’,j"}), we propose our new Markov chain M' with state space 7. For
any table « € T and any pair of distinct column indices {j', "'}, we define the following set of tables;

N'(z;{5,5"}) & {2’ € T|2'() ==() (¥ € I\ {5",5"D), ("), (") € N(=; {4',5"})}
= {2'eT|WeZ ' =x+0A[,j"] >0}
Let M! denote the Markov chain with the state space 7 with the following transition procedure.
If X, is the state of the chain M! at time ¢ and the element of X, indexed by (%;7) is denoted by

X:(2;j). Then the state X;4; at time t + 1 is determined as follows. First, choose a pair of distinct
column indices {j’,j"} randomly. Next, choose a table X,y from N*(X,; {j',7"}) at random.

4 Mixing Time of New Markov Chain
The mizing time 7! () of M! is defined by 4
() & ggxrmin{t |Vt >t, VT' CT,-e <n(T")~Pr[Xo =z and Xy € T'] <€ },

where w : T — [0, 1] is a unique stationary distribution of M'. To prove that our Markov chain is
rapidly mixing, we use the path coupling method. We define a special Markov process with respect
to M! called coupling. A coupling of M?! is a Markov chain (X,,Y;) on T x T satisfying that each of
(X¢), (Yz), considered marginally, is a faithful copy of the original Markov chain M!. More precisely,
we require that '

Pr(Xes1 = @'|(Xo, o) = (x,9)) = Pan(2,2),
Pr(Yit1 = ¥'|(Xe, Y2) = (=,9)) = Pann(y,9'),

for all x,y,x',y’ € T where Pprp(z,2') and Py (y,y') denote the transition probability from x to
z’ and from y to y’ of the original Markov chain M!, respectively. The detail of our coupling. is
omitted. By using our coupling, it is known that we can analyse the mixing time of M! (see [1]).
Then the mixing time of our Markov chain M! is as follows:

Theorem 1 The Markov chain M! is rapidly mizing with mizing time () satisfying
Ti(e) < n(n - 1)In([N/2™]e"1)/2. ~ O
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