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1 Introduction

This study discusses about mathematical struc-
ture of dominant AHP and concurrent convergence
method(CCM) which are originally developed by Ki-
noshita and Nakanishi [1]. They introduce a new
concept of regulating alternative into an analyzing
tool for an evaluation problem with a criterion set J
and an alternative set I. The original idea of dom-
inant AHP and CCM is unique but dominant AHP
and CCM are not sufficiently analyzed in mathemat-
ical theory.

2 Mathematical description of dominant
AHP and CCM

The single regulating alternative is called dominant
one. Mathematical description of the dominant
AHP is as follows:

Step0 : A decision maker(DM) selects a regulating
alternative from the alternative set I. Let alterna-
tive k be the regulating alternative.

Stepl : From the viewpoint of every criterion 5 € J,
DM evaluate relative importance of all alternatives
and quantifies the evaluation values of all alterna-
tives. Let a;; be the evaluation value of alternative
i from criterion j and let A be an || x|J| evaluation
matrix whose (1, j) element is a;;.

Step2 : From the viewpoint of regulating alternative
k, DM evaluates relative importance of all criteria
and quantifies the evaluation values of all criteria.
Let b* be a |J| dimensional vector whose jth ele-
ment is the evaluation value of criteria j from reg-
ulating alternative k.

Step 3: Let Ay be a |J| x |J| diagonal matrix whose
(7,7) element is ax;. Calculate AA;lb'“ and define
the ith element of AA;c'lb’C as the overall evaluation
value of alternative .

Let &' be an |J| dimensional vector whose jth ele-
ment is the unknown evaluation value of the criteria

j from the alternative 7 # k, then, Kinoshita and
Nakanishi [1] propose

b= A ALY
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for all i € I'\ {k}, where e is all one vector and ' is
denoted by the transpose operation. They define

AATYD (2)

as the overall evaluation vector derived from alter-
native ¢ and they point out that AA; 15" coincides
with AA,:lb’c without multiplication of scalar for all
1€ I\ {k}.

CCM is an analyzing tool for the case of multiple
regulating alternatives. Let K be an index set of
regulating alternatives, then b* of regulating alter-
native k € K can be given by Step 2 and | K| types of
A, say {A(k)lk € K}, can be given by Step 1. In the
first stage of CCM, we merge {A(k) |k € K} into a
positive matrix A. In the second stage, we employ a
following iterative method whose convergence is not
guaranteed theoretically:

Algorithm 1

Step 0: For a given set of the evaluation vectors
of criteria, {bk |k e K }, in the first stage and let
pk := A;'b* for all k € K. Let t :== 0 and go to
Step 1.

l
Step 1: Let pf,, := |T1([Zte1\’ 6_7%;1_7{ forall k € I.
Step 2: If max{ ok —pill |k € K} = 0 then set
. A;p! ) B
b = 11_1\"[2(&1( e_T'ZIﬁiT for all i € I and p* = pF,,

for all k € K and stop. Otherwise, update ¢ := t+1
and go to Step 1.

3 Structure of dominant AHP
We focus on only the directions of the overall evalu-
ation vectors, AA,:lbk and AA7 1131, and the evalu-

. .. : ~1 .
ation vectors of criteria, b* and b . So, if a vector a
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coincides'with a vector b without a scalar multiplica-
tion, we say that a has the same direction as b. For a
|J|-dimensional vector b, we define V;(b) = AA;'b
and BF(b) = A;A;'b for all i,k € I. Then, the
overall evaluation vector by evaluation rule (2) is
the function value Vi(f)l). In the sequel, all proofs of
lemmas and theorems are omitted.

Theorem 1 Let b be a |J|-dimensional vector, then
Vi(b) = Vi(BE(b)) for all i,k € I. Suppose that b’
is defined by (1) for all i € I'\ {k}, then Vi(b*) has

the same direction as V;(b'). '

Theorem 2 Let b be a |J|-dimensional vector, then
B (BL(b)) = b for all i,k € I. Suppose that b is
defined by (1) for alli € I\ {k}, then B}c(l}z) has the
same direction as b*.

The properties in the above theorems might not only
hold under the pair of (1) and (2).

Theorem 3 Let b be a |J|-dimensional vector. For
two |J| x |J| matriccs M and N let B¥(b) =
A;MA'D and Vi(b) = ANA;'b for all i,k € I.
Suppose that there exists a nonzero scalar A such
that NM = AN, then Vi(b) has the same direction
as V;(B¥(b)) for all i,k € I. Moreover, if M? is
a multiplication of the unit matriz, then B (B} (b))
has the same direction as b.

Corollary 4 Consider that B¥(:) and Vi(:) of The-
orem §. Suppose that there exists a nonzero scalar
X such that NM = AN and let b = BF(b), then
Vi(l?) has the same direction as Vi (b¥). Moreover,
if MZ_ is a multiplication of the unit matriz, then
B,i (bl) has the same direction as b*.

4 Mathematical Structure of CCM
We consider the case that |K| > 2.

Lemma 5 The iterate pf 18 a positive vector for
allke K andt=0,1,....

Lemma 6 e Aypf = 1 for allk € K and t =
0,1,....

Consider the convex cone Cone ({pf_H]kEK})
which is generated by the vectors {pfﬂ |k e K }

For a set D we denote the relative interior and rela-
tive boundary of D by riD and bdD, respectively.

Lemma 7 Let R be an extreme ray set of

Cone ({pﬂk € K}). If dmR = 1, then Algo-
rithm 1 stops. Otherwise, for all k € K and
t = 0,1,..., pfﬂ € riCone ({pﬂkEK}) and

P,Lc+1 ¢ R.

Lemma 8

Cone ({pf+1|k € K}) C Cone ({pf]k € K}) and

Cone ({pf+1 |k € K}) N bdCone ({p’f |k € K}) is
the origin fort =1,2,...; '

Lemma 8 means that Cone ({p{c |k e K}) shrinks
monotonically for ¢t =0,1,....

Lemma 9 Let S* = {A;lblbz 0,e'b= 1} for
alk € K. pf € S* forallk € K andt=0,1,....
There exists an indexr set T and an accumulation

point Py for all k € K such that limeT t—00 pf = .

Lemma 10 Suppose that the index set T and | K|
points {f)k |k € K} satisfy limer 00 P = pr for
all k € K, then Cone ({i)klk € K}) is a half-line.

The following lemma guarantees the existence of a
limit point of the sequence {pf |t =0,1,...} for all
ke K.

Lemma 11 If Algorithm 1 repeats infinitely, there
ezist a half line H such that lim;_,, p¥ € H for all
k € K. Let i)k = limt_,oopf, then i)k has the same
direction as i)l for allk,l € K.

When Algorithm 1 converges within the finite num-
ber of iterations, the point set {p* | k € K} of Step 2
has the same property as stated in Lemma 11.

Lemma 12 Suppose that Algorithm 1 stops within
the finite number of iteration and let p* be defined
by Step 2 of Algorithm 1 for all k € K, then p* has
the same direction as p' for all k,l € K.

Theorem 13 CCM hes a lLimit point set
{I_)i XS I}. Let AA;ll_)i be the overall evaluation
vector of alternative i, then the overall evaluation
vector of alternative 1 has the same direction as that
of alternative | for all 1,1 € I.

9 Conclusion

This study shows by the mathematical description
that dominant AHP consists of a pair of simple eval-
uation rules (1) and (2). We have shown the con-
vergence of CCM, which will extend CCM into an
analyzing tool for more complex evaluation problem
such as Group AHP and Interval AHP.
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