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Analysis of a Multiclass Polling System with Feedback
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1 Introduction

A polling system with feedback has been analyzed by
Sidi et al. [7]. We extend their system so as to in-
clude multiple customer classes and (local) priorities.
We can easily calculate the mean path time which
is the mean amount of time spent by an arbitrary
customer traversing a specific path. We extend the
model in [9]. Moreover our method takes a different
approach from the existing methods. This method
has a lot in common with the method for a priority
queueing system [10], and can also be applied to a
Markovian polling system [8]. The advantage of our
method will be its wide applicability to the analy-
sis of mean sojourn times in many types of M/G/1
multiclass queueing systems.

Numerous studies and techniques have been devel-
oped for computing the mean waiting times in polling
systems with NV stations (the buffer occupancy method
(1, 4], the station time method [2] and its variation
[6]). The mean sojourn times in polling systems with
feedback can also be obtained by the buffer occu-
pancy method [7]. It also gives a set of N® lin-
ear equations, usually requiring O(N°®) operations to
solve it. Although the iterative algorithms requiring
O(N3log, €) operations have been proposed ([3, 5]),
its efficiency will degrade as the resource utilization
p approaches to 1. Our method requires O(N%) op
erations regardless of p.

2 Model description

J groups of customers arrive at the system. Fur-
ther group ¢ consists of L; classes of customers. Let
S={(#,a):i=1,...,Jand a=1,...,L;}. (i,a)
customers arrive from outside the system according
to a Poisson process with rate )A;,. A single server
serves customers at these stations. Service times S;,
of (i, a)-customers are independently, identically and
arbitrarily distributed with mean E[S;,] and second
moment E After receiving a service, an (i,a)-
customer either returns to the system as a (j, 5)-
customer with probability p;.,;g, or departs from the
system with probability 1 — ijl zg’zl Dia,jB-

The server selects the stations in a cyclic order:

1-2—>..-.—=J—1= ... An arbitrarily dis-
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tributed switchover time S? with mean s? and sec-
ond moment s¢2 is incurred when the server switches
from station ¢ to station ¢ + 1 (this period is denoted
by *). The system is separated into two parts which
are called the ‘service facility’ (s.f.) and the ‘wait-
ing rooms’ (w.r.s) of the stations. All customers in
the stations that are not selected by the server must
wait for service at their waiting rooms. Each arriving
customer (who arrives exogenously or by feedback)
enters the waiting room unless the gate is opened.

Customers in the system are served according to a
scheduling algorithm. The customer selection rule for
each station is either gated or ezhaustive. The service
order of customers in the service facility is either an
FCFS order, or a fized priority order. For the groups
with the fixed priority order, class a customers have
priority over class 8 customers if a < .

We define the stochastic process Q@ = {Y (t) =
(X(#),L(8), w(t), a(t), (1), (), n(2), L(2)) : t > O}
with state space &£ representing the system evolution.

The performance measures.

Let of be the time just when the e** customer (c®)
arrives at one of the stations after completing its I**
service (e=1,2,...; 1 =0,1,2,...). Let

1, if ¢® stays in the waiting room
as an (7, @)-customer at time ¢,
0, otherwise.

Civia(t) =
We define the expected times spent in the w.r.s.:

Wial¥,e,) = Bl oY (01 =1, (2)

WL(Y,e,1) = E| / " i (DAY (oF) = Y1, (2.2)
a7

for Y € £. Then we have the feedback equation:

Wia(Yv e, l) = WiIa(Yv €, l)
+EWia(Y (0711), &, L+ 1)|Y (07) = Y]. (2.3)

In the same manner, we define H;,(Y, ¢, 1, k) and
HL (Y,e, 1, k), the expected waiting times in the
w.r.s. during the system is in period k, by replac-
ing Cg,.(t) by Céy., (1)1{r(t) = k}'. We also de-
fine Fin(Y,e,!) and FL(Y,e,l), the expected wait-
ing times in the s.f., by replacing Cgy;,(t) by Cg; (1)

Lk(t) denotes the (service or switchover) period at time £.
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(Cgia(t) = 1 if c* stays in the sf as‘an (1, @)
customer at time t, or = 0 otherwise). Then the
feedback equations similar to eq. (2.3) also hold.

3 Polling instants

"The vector of the numbers of customers just v'vhen the
server will select station i (polling instant) for the first
time after any specified arrival epoch 7 is denoted by

vi(r) = (Vk.,(T) (k,7) € S) (z =1,. ) Let
P(Y) = Ep@IY@) =Y. (Ye& (1)

Proposition 1: For any Y = (j, 8,k,0a,7,9,m, L) €
S and ¢ =1,...,J, the following expressmns hold.

P = (2 32)
_ +(g,m)B' () + by(x, 5, B), ‘
where 1(r) = 1 if r > 0, or = 0 otherwise.

4 Quantities for each visit

By using the results in the last sectiori,’ we have
Proposition 2: LetY = (j,-ﬁ, K, a,T, g., n,L) € £,
e=1,2,. andl_012,....Thenwehave

i5(Y,e,l) = (r,1(r))¢??(x, ,0)
Vs +(g, n)w??(x,0) + wP(k, 0), (4.1)

HI, (Y, e,1, k = (r,1(r))¢? (r,0,k) )
Fla(¥ 1) = (r ()P () (4.3)

+(g,m) f7P(v) + [P (x).

E((g(ofy,), n{of )Y (05) = Y] =
(v, 1(:))v7'ﬂ(m,+a)‘-'l- (g, n)U?P (k) + uP (k). (4.4)

These quantities are required for solving the feedback
equations obtained in section 2.
5 . The performance measures

By solving eq. (2.3) and the similar feedback equa—
tions related to H;, and F,,, we have -

Proposition 3: - The performance measures deﬁned~

in section 2 have the following expressions:
Wia(Y, &, 1) = (r,1(r))pia (5, B, 5, 0, 0) .
- g, n)wia(j, B, 5,0) + wia(), B, %, 0), (5.1)
Hio(Y, e, k) = (r,1(r))pia(d; B 5s 0, k). ,
g n)wia (4, B, k. ) + wia (4, B s, k), (5.2)
Fio(Y, 1) = (r1(r))nia(4, B, 5, @) '

0 g, m) f (G B k) + fiaG B K), (5.3)
forY:(j7B’nla'7,r!g7n’L) Gg’ezl’z;"ﬂl:
0,1,2,... and (i,a) € S.

gzcx Z(J BES AjigTia(Js B)

'6 - Steady state values

We evaluate the average sojourn times:
W;a(J, B) = the average times customers arriving
from outside the system as (j, §)-customers
spend during they are (4, a)-customers. (6.1)

For k € {service periods, switchover periods}, let -

gt

" Y E’ (Xr:,f\n,k'qn an f,n’gn s Ln)
= tl_lglo A E[Y(s)l{ﬁ,(s = x}]ds: (6.2)

From prop051t10n 3, thtle s theorem a.nd the PASTA,
we have the followmg equations for the average num-
bers of customers g* (in s.f.) and A2* (in w.r.s).

=Y Gpes m%(a,ﬂ, + Lon(§" "V ia(, K),
q‘“+Z 9" n")fm(n)

wt&("; k) Z(] BeS Jﬂw“a(J) ﬁ,K’ k)
ia(n) Z(J,ﬂ)es Ajg £ ialds By 5)..

Proposition 4: For (i,a),(j,8) € S, the averege

(6.3)

'SQ]OUI‘H tlrnes are given by

wia(]’ Z(g nn) (wm(JaIB K, O) =+ f:a(]7 ﬂ; ’9))
Reference's -

(1) M Elsenberg, Queues with periodic "service and
changeover time, Oper. Res. 20 (1972) 440-451.

[2] M.J. Ferguson and Y.J. Aminetzah, Exact- results
for nonsymmetric token ring systems IEEE Trans.
Commun. 33 (1985) 223-231. :

[3] A.G. Konheim, et al., Descendant set: an efficient
approach for the analy315 of polling systems, IEEE
Trans. on Commun. 42 (1994) 1245-1253.

4] AG. Konheim and B. Meister, Waiting lines and
times in a system with polling, JACM 21 (1974) 470-
490.

[5] H. Levy, Delay computation and dynamic behavior of
non-symmetric polling systems, Perf. Eval. 10 (1989)
35-51.

[6] D. Sarkar and W.I. Zangwill, Expected waiting time
for nonsymmetric cyclic queueing systems — exact re-
sults and applications, Mngmt. Sci. 35 (1989) 1463-
1474. .

[7] M. Sidi, H. Levy and S.W. Fuhrmann, A queueing
network with a single cyclically roving server, Queue-
ing Syst. 11 (1992) 121-144.

[8] T.Hirayama, Mean waiting times in Markovian
polling systems, in Proc. Symp. on Queueing The-
ory and its Applications (2002) 58-65.

[9] T.Hirayama, A multiclass polling system with feed-
back, in Proc. IASTED Internat. Conf. NPDPA, Oc-
tober (2002) 154-159.

[10] T.Hirayama, Mean sojourn times in multiclass feed-

. back-queues with gated disciplines, to .appear in
Naval Research Logistics (2003).

— 341 —





