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Mean Sojourn Times of Cyclic Queues with Feedback
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1 Introduction

A single server serves customers at J stations with infinite
buffer capacities. The server selects the stations in a cyclic
order in order to serve customers. Switchover times are in-
curred when the server moves between the stations. Customers
are served according to & predetermined scheduling algorithm.
After receiving a service, each customer leaves the system, is
routed to another station in the system, or rejoins the same
station for another portion of service.

We would like to obtain mean sojou'm times of customers at

these stations.

2 Model description

Customers arrive at station ¢ from outside the system according
to a Poisson process withrate \; (i = 1,...,J). Service times S;
of i-customers (customers stay at station 7 ) are independently
and arbitrarily distributed with mean E[S;] and second moment
s2;. After receiving a service, an i-customer either is routed to
station j with prob. p;;, or departs from the system with prob.
pio- Let P = (pi; 14,7 = 1,...,J). We assume that P* — 0 as
n — oo and that p (resource utilization) is less than 1.

The server selects one of the stations in a cyclic order: Sta-
tion 1 — Station 2 — .- — Station J — Station1 — --.. An
arbitrarily distributed switchover time S with mean 5°; and
second moment s%; is incurred when the server moves from
station i to station ¢ + 1 (i = 1,...,J). (Let station J + 1
denote station 1.) The arrival processes, the service times, the
feedback processes and the switchover times are assumed to be
independent of each other.

The system is separated into two parts: the ‘service facility
(SF)’ and the ‘waiting rooms (WRs)’ of the stations. The server
selects one of the stations at a time, and then opens its gate,
which separates the SF from its WR, in order to admit some
customers to the SF. Then he serves customers in the SF until
he empties it. Every feedback customer enters one of the WRs.

Each time interval from when the server opens a gate of a
station until the first time when he moves from the station
is called a service period. Each time interval during which the
server moves from one of the stations to another station is called
switchover period. Let I1 = {1,...,J} be a set of service pe-

riods, and let IT° = {1°,...,J°} be a set of switchover periods
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where j° is a switchover period from station j to station j + 1.

Then let k denote a current period where the server is se-
lecting station x if k € II, or the server is moving from sta-
tion j to station j+ 1 if kK = j® € II°. Let r be a remain-
ing service time of a customer being served if k € II, or a
remaining length of a switchover period if x € TI°. Num-
ber of i-customers in the SF (who are not being served) is
denoted by g; (1 = 1,...,J), and the vector is denoted by
g = (g1,...,9s). Number of i-customers in the WR is de-
noted by n; (¢ = 1,...,J), and the vector is denoted by
n = (ny,...,ny). Let &(t),r(t),g:(t),n:i(t),n(t) and g(t) be
the values at time t of the corresponding variables.

‘We will prescribe the scheduling elgorithms according to the
following specifications: 1) selection orders of the stations, and
2) service disciplines of the stations. We consider a system
where the server selects the stations in a cyclic order. A service
discipline at each station is either 1) gated, or 2) exhaustive.
The service order of customers in the SF is FCFS.

The e** customer (denoted by c®) arrives from outside the
system at epoch 0§ (e = 1,2,...). Let of be a time epoch just
when he would arrive at one of the stations after completing
his k* service (k = 1,2,...). Let X(t) denote the station of
an arriving customer at the last transition epoch of the system
before or on ¢ (¢ > 0); if it is not a customer arrival epoch, then
X(t) = 0. Let L(t) be informations of the system at time {.
Then we define @ = {Y(t) = (X(t),x(t),r(t),g(t),n(t), L(2)) :
t > 0}. The state space of Q is denoted by €.

'3 Performance Measures (PMs)

We would like to derive three types of performance measures
(PMs). Let e(=1,2,...) be a customer number. Then let

1, ifc®isin the WR at station 7 at ¢,
wilt) = ' , (81)
0, otherwise,
1, if c®isin the SF as an 7-customer at ¢
Crilt) = ' '(3.2)
0, otherwise,

fort >0andi=1,...,J. For any event K, let 1{K} equals
1 if event K occurs, or it equals 0 otherwise. Then we define

we = [)mCEVi(‘)dl» (3.3)
HE(E) = AwCﬁ,‘-(t)l{n(t)zk}dt, keTUT?, (3.4)
reo= [ chna, (3.5)



fori=1,...,J. For1=0,1,2,..., we define

Wi(Ys e, l)

5| Gouven=v], a0

H(Y,e,Lk) = E[f’" C"w.-(t)l{n(i)=k}dtlY(af)=Y](3-7)

Fc(Ya €, l) E[/T C},(t)dtIY(af) = Y] ) (38)

for ke TUIl%,i=1,...,Jand Y €§.

4 Expressions of the PMs.

We can show that the expected values of the performance mea-
sures (PMs) defined in the last section are given by

Wi(Y,e,1) = red(j, 5, 0) + 1(r)e} (5, 5, 0) +
(g_,n)'w.-(j, k,0) +wi(jr x,0), (41)
rd(j, 5, k) + 1(r)ip} (4, &, k) +

Hf(Yle?lik) = (g)n)wi(jyﬂv k) +‘ll).'(j,l€,k), ke H,(42)
(5, k, k) + wild, &, k), ke II°,
F(Y,e,1) = rnd(j, x) + 1(r)nl (G &) +
(gan)fi(j» K’) +fi(j) K): (43)

forY = (j,%x,rgn,L)€E, e=1,2,...,1=0,1,2,...and i €
II. (1(r) =1ifr >0, or 1(r) = 0 otherwise.) The constants in
these expressions can be obtained from the system parameters
defined in the last section, and they may be different among the

scheduling algorithms adopted. These expressions are linear in

(g,n).

5 Steady state values.

In this section, we would like to evaluate the values:

im Zemt BUWE + F2)1{X(5) = j}]
Neo T E{X(@g) =i}

w(j) = (5.1)
for i,7 = 1,...,J. w;i(j) denotes the average sojourn time
that customers who arrive at station j from outside the system
spend at station 7. The time average values of the system states
are defined by: ‘

?K = ()?x’ﬂqx,f,x,gk,ﬁkll")
.1t
= Jim ; A E[Y(s)1{x(s) = }lds,  (5.2)
y = (g.a',g%n%...,8’,0’), (5.3)

where g* = (g5§,...,§}), 0* = (Af,...,A5), and k € TUTE.
Let {A, :
equations: A; = A + 7.y psiAj, (i = 1,...,J). Then we have

i =1,...,J} be a set of values that satisfy the

-, AcE[S,], eIl
i = { [ l_ PR (5.4)
(1= p)SP-/ Tj=1 5% wETL
32 <
P { Ans "/2_"_2, . A "'_G n’ (55)
(1 =)~/ (2550 5°3), k€T

Further we define following vectors:

J
sab)= Y Y NlsmGikik), oy sas Gk, B)), (5.6)

x€Nu» j=1
J
seW)= D N NlsqaGimi k), s GGk k)
x€MNUIT» j=1
-,...,0, ¢ ,0,...,0), (5.7)
~—~—
. kthcolumn
where '
sl k) = MO0, & K) + (0} (. &, k) + wi(G, k. k), keTTU {0}
o @00, K, k) + 7 wij, 5, k), ke,
Gk = 0 ) ke
(i &) + G (LG R) + [l k), i=k,

Then we have

if =s,(k), g'=0, kel (5.8)

Now we define the matrices:
Bk, k) = (Tyuy Wwi(i i, k) 1= 1,...,J) € R,
J

Ok, k) = (0,...,0, 3" \ifi(,K),0,...,0) € R¥Y,
i=1

ktAcolumn

for k € ITUTI® and k € {0} UII. Further we define the vectors
in R1*2 and matrix in R2/*x2/%,

S = (s,(l),s,,(l),s,(2),s,.(2),, .. ,sg(J),s,,(J)),

so= ) (0,8a(k)(O(k, 1), B(x, 1),..., O(x, J), B(x, J)),
€l

e(,1) #(1,1)
e(2,1) #(2,1)

o,J) #1,J)
. eQJ) $2J)

72}
i}

é(J,l) ;I’(J,I) e,y &(J,J)

Then we have
¥=(s+s)(I-S)"". (5.9)

Finally, sojourn times of customers are given by

wi(j) = Z {f”((p?(j, K,0) + U?(JE K)) +
xenurne
6~(¢3 (.71 K,y 0) + ’wi(jy K, O) + 7711 (Jr K') + fi(jv "")) +
(8%, 0"} (w4, x,0) + £:(j, &)} (5.10)
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