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1 Introduction

The knowledge acquisition in the form of Boolean
logic has been intensively studied in the recent re-
search (e.g., [2, 3]): given a set of data, represented
as a set T of binary “true n-vectors” (or “positive
examples”) and a set F of “false n-vectors” (or “neg-
ative examples”), establish a Boolean function (ex-
tension) f such that f is true(resp. false) in every
given true(resp. false) vector; i.e., T C T(f) and
F C F(f), where T(f) (resp. F(f)) denotes the set
of true vectors (resp. the set of false vectors) of f. A
pair of sets (T, F) is called a partially defined Boolean
Junction (pd Bf).

Unfortunately, the real-world data might not be
complete. For instance, we have a battery of 45
biochemical tests for carcinogenicity. However, we
do not apply every test to a given chemical, since
all tests cannot be checked in a laboratory or some
tests are very expensive. When a test is not applied,
we say that the test result is missing. The set of
data (T, F), which includes the missing results, is
called Partially defined Boolean functions with miss-
ing data(pBmd). To cope with such situations, we
introduce three types of extensions. That is, given a
pBmd (T, F), (i) a consistent extension is a function
f such that, for cvery @ € T (resp. I:"), there is a 0-1
vector a obtained from e by fixing missing data ap-
1 (resp. f(a) = 0)
holds, (ii) a robust eztension is a function f such

propriately, for which f(a) =

that, for every a € T (resp. F'), any 0-1 vector a ob-
tained from a by fixing missing data arbitrarily satis-
fies f(a) = 1 (vesp. f(a) = 0), and (iii) a most robust
extension is a function f which is a robust extension
of a pBmd (7", F'), where (T", F') is obtained from
(T, F) by fixing a smallest set of missing data appro-
priately (the remaining missing data are assumed to

take arbitrary values). All of these extensions pro-
vide the logical explanations of given pBmd (T, F)
with varied freedom given to the missing data in T
and F. By definition, if (T, F) has a robust extension,
it is also a most robust extension and is a consistent
extension, and if (T, F') has a most robust extension,
it is a consistent extension. In case of a most robust
(and a consistent) extension, it also provides informa-
tion such that some missing data must take certain
values if (T, ') can have a consistent extension. This -
type of information is also useful in analyzing incom-
plete data sets.

In the following, we consider the problems of de-
ciding the existence of (and constructing) these ex-
tensions for a given pBimd (T, 1:"), mainly from the
view point of their computational complexity.

2 Preliminaries
A Boolean function, or a function in short, is a

mapping f : B" ~— 1B, where
B = {0,1},

and z € IB" is called a Boolean vector (a vector in

short). If f(z) = 1 (resp. 0), then z is called a true

(resp. false) vector of f. The set of all true vectors

(resp. false vectors) is denoted by T'(f) (resp. F(f)).

A partially defined Boolean function (pdBf) is defined

by a pair of sets (T, F) such that T,F C B". A

function f is called an exztension (or theory) of the -
pdBf (T, F)if T C T(f) and F C F(f). As a pdBf

does not allow missing data, we introduce set

M = {0,1, %},

and interpret the asterisk components % of v € IM"
as missing bits. For a vector v € IM", let AS(v) =
{7lv; = =7 =1,2,..,n}. Clearly, B"™ C IM", and
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v € B™ if and ouly if AS(v) = 0. For a subset 5 C
M?", let AS(S) = {(v,j)lv € S, j.€ AS(v)} be the
collection of all missing bits of the vectors in §. Let
us consider binary assignments a € B? for subsets
Q C AS(S‘) of the missing bits. For a vector v € §
and an assignment a € B®, let v® be the vector
obtained from v by replacing the * components which
belong to @ by the binary values assigned to them by
@, ie.,

pe = Y if (v,7) € Q
J a(v,j) if (v,5) € Q.

A pdBf with missing date (or in short pBmd) is a
pair (T, F), where' T, F C M". To a pBmd (T, F)
we always associate the set AS = AS(T U F) of all
missing bits. A function f is called a robust extension
of the pBmd (T, F) if

f(@a®)=1and f(b°)=0forallaeT,be F
and for all @ € BAS,

We first consider the problem of deciding the exis-
tence of a robust extension of a given pBmd (T, F‘)

RoBusT EXTENSION RE
Input: A pBmd (T,F‘), where T, F C M".
Question: Does (T, F) have a robust exten-

sion?

It may happen that a pBmd (’f‘, ﬁ') has no robust
extension, but it has if we change some (or all) * bits
to appropriate binary values. A function f is called
a consistent eztension of pBmd (T, F), if there exists
an assignment o € B#S for which f(a®) = 1 and
f(b*) =0 for all @ € T and b € F, respectively. In
other words, by defining T® = {a®|a € T} and F* =
{b=|b € FY}, pBmd (T, F) is said to have a consistent
extension if the pdBf (T’",F"’) has an extension for
some assignment o € B#A%. This leads us to the

following problem.

CoNSsISTENT ExXTENSION CE

Input: A pBmd (T, F), where T, F C M".

Question: Does ('f, F) have a consistent exten-
sion ?

It may also happen that not all missing bits should
be specified in order to have a robust extension. In
this case we want to find a minimum subset Q@ C AS,
and an assignment o € B9, for which the resulting
pBind (T, F®) has a robust extension.

Most RoBusT EXTENSION MRE

Input: A pBmd (T, F), where T, F C M".

Output: NO if (T, F) does not have a consis-
tent extension; otherwise a subset @ C AS
and an assignment a € B, for which pBmd
(T'*,F*) has a robust extension, and for
which |Q] is minimum.

3 Complexity Results

Theorem 1 Problem RE can be solved in polynomaial
lime. D

Theorem 2 Problem CE is NP-complete even if ev-
ery a € T U F satisfies |[AS(a)| < 2. But it can be
solved in polynomial time if all a € TUF satisfy
|AS(a)] < 1. o

Theorem 3 Problem MRE is NP-hard even if every

a € TUF satisfies |[AS(a)| < 2. But it can be solved in

polynomial time if all a € T U F' satisfy |AS(a)] < 1.
a
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