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Execution game in a Markovian environment
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1. Introduction

In a discrete time framework t € {1,..., 7, T+ 1}
(T €Zyy:=11,2,...}), we assume that two large
traders, denoted by ¢ € { 1,2}, purchase one risky
asset in a trading market. Each large trader has a
CARA vN-M (or negative exponential) utility func-

tion with the absolute risk aversion parameter +* > 0.

2. Model

Each large trader must purchase Q‘(€ R) volume
of one risky asset by the time T + 1. ¢i(€ R) stands
for large amount of orders of submitted by the large
trader i € { 1,2} at time t € {1,...,T }. We denote
by @1 the number of shares remained to purchase by
the large trader at time t € {1,..., 7,7 +1}. So

@t+1 = @t - QZa (1)
with the initial and terminal conditions: @zl =€
R; @ZT_H =0 € R, for each large trader i € { 1,2 }.

The market price of the risky asset at time ¢ €
{1,...,T,T+1} is P.

of the asset becomes ﬁt. We assume that submitting

Then, the execution price

one unit of (large) order at time ¢ € { 1,...,T } causes
the instantaneous price impact denoted as At(> 0).

We subsequently define the residual effect of past
price impact caused by both large traders at time ¢ €
{1,...,T}, represented by R; € R. The dynamics of
Ry fort € {1,...,T} is defined as:

Rt+1 =e [Rt + at)\t (qtl + th)] 5 (2)

where a; € [0, 1] represents the linear price impact
coeflicients representing the temporary price impacts.

Furthermore, we define a sequence of independent
random variables e; at time ¢ € {1,...,T} as the
effect of the public news/information about the eco-
nomic situation between t and t + 1. ¢ for t €
{1,...,T} are assumed to follow a normal distribu-

tion with mean y§ € R and variance (0§)* € R4,

eth(ug,(of)2)7 t=1,...,T. (3)
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A Markovian environment, denoted by Z;, influ-
ences the fundamental price. The distribution of Z;

is assumed to have a Markovian dependence:

2
It+1|1t ~ N (atI-H - th+1Ita (UtI+1) ) . (4)

Assumption 2.1. 7; and € are correlated for each
te{1,...,T} In addition, no other sequential de-
pendence between two stochastic sequences exists.

By definition of €;, we define the dynamics of the
fundamental price Ptf := P, — R; with a Markovian
environment and the permanent price impact for time
te{l,...,T} as follows:

Pl =Pl +8X (¢ +@)+Ti+e.  (5)

According to Eq. (2) and (5), the dynamics of mar-
ket price for t € {1,...,T } are described as

Pi=P—(1—e )R+ (we™”+B) M (qf +47) + T + &

(6)

The wealth process for each large trader i € { 1,2 },
Wi (eR), fort € {1,...,T} evolves as follows:

Wiy =W —Pugi =W, —{Pi+ M\ (¢t +d)}ai. (7)

3. Formulation as a Markov game

We define the state of the decision process at time
te{l,...,T,T +1} as 7-tuple and denote it as

5 = (th,Wf,Pt,@tl,Qf,Rt,It_l) ER"=: 5. (8)

For t € {1,...,T}, an allowable action chosen at
state s, is an execution volume ¢! € R =: A so that
the set A’ of admissible actions is independent of the
current state s;. When an action ¢! is chosen in a state
s;attimet € {1,...,T }, a transition to a next state:
st1 = (WA W1, Pt Quy1, Qrin Ry Th) € S
occurs according to the law of motion which we have

precisely described in the previous subsection.



A utility payoff (or reward) arises only in a terminal
state spy1 at the end of horizon T'+ 1 as

—exp{—y' Wi} if @;+1 =0;
if Qryq #0,
where 7% > 0 represents the risk aversion parame-
ter for the large trader ¢ € {1,2}. The term —oo

(9)

—00

gri1(8741) = {

means a hard constraint enforcing the large trader to
execute all of the remaining volume @ép at the matu-
rity T'. The types of large traders could be defined by
(Wi, Q% ~%), i € {1,2}, and these are assumed to be
their common knowledge.

If we define a (history—independent) one-stage de-
cision rule f; at time t € { 1,...,T } by a Borel mea-

surable map from a state s, € S = R7 to an action
g = fi(st) e A=R, (10)

then a Markov execution strategy m is defined as a

sequence of one—stage decision rules

= (fl . f e fR). (11)

We denote the set of all Markov execution strategies as
ITy;. Further, for t € {1,...,T }, we define the sub—
execution strategy after time ¢ of a Markov execution

strategy m € I as
= (fes s 1),

and the entire set of mf as ITj ,.

(12)

By definition (9), the value function under an ex-
ecution strategy profile (7!.72) becomes an expected
utility payoff arising from the terminal wealth W q:

. 1 2 .
Vi m) 1] = EC 7 [ghpa(sran)|sa], (13)
where, fort € {1,...,T}, Eg”lj% is a conditional ex-
pectation given a condition at time ¢ under the strat-
egy profile (m1*, w2*).

Forte{l,...., T, T+ 1} and s; € S, we let

. 71'1 7_‘,2 i
Vitrt 7 [s] =B [gh(sri)ls], (14)

be the expected utility payoff at time ¢.
Definition 3.1 (Nash Equilibrium). (7'*,72*) €
I}, x IT3, is a Nash equilibrium starting from a fixed
initial state s; if and only if
V11(7r1*,7r2*)[51] > Vll(wl,WQ*)[sl], val e y; (15)
VE(r m?)[s1] > Vi, 7)) [s1], VAt eI (16)

Definition 3.2 (Markov Perfect Equilibrium).
(rl*,72*) € I}, x 113, is a Markov perfect equilib-
rium if and only if for all ¢ € {1,...,7 } and for all
St € S,

‘/tl(ﬂ-tl*77rf*)[st] Z ‘/tl(ﬂ-t177rt2*)[si]7
VE(mi*, w5 [se] > Vi (™, 7m0) 8]

v € My, (17)
vrp € Mgy (18)

Based on the One Stage [Step, Shot] Deviation Prin-
ciple, we obtain an equilibrium execution strategy at
a Markov perfect equilibrium by backward induction

procedure of dynamic programming.

4. Equilibrium execution strategy
Theorem 4.1.
librium at which the following properties hold for each
large trader ¢ € { 1,2 }:

There exists a Markov perfect equi-

1. The execution volume at the Markov perfect equi-
librium for the large trader i € {1,2} at time
te{1,...,T}, denoted as ¢i*, becomes an affine
function of (@i,@{,l’t_l):

a" = a; +0,Q; + iQp + diRy + €T 1. (19)
2. The value function Vi/(7',72)[s;] at time ¢t €

{1,...,T,T 41} for each large traderi € { 1,2 }
is represented as a functional form:

Viml ) [s] = —exp{ Wi - PTG+ 6l (@)

+G¥Q, + H'Q,R, + H' R} + H'R, + 1'Q,Q’

+ QIR+ 1¥ (Q1) + 1Q) + JN QT + T Ry

+ IEQ T + I T + I T + 21} (20)

The dynamics of ai,bi, ci di el; G}, G H},
for t € {1,...,7,T+1} are deterministic
functions of time ¢ which are dependent on
the problem parameters, and can be computed

backwardly in time ¢ from maturity 7.
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