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1. Introduction

Consider the generalized equation problem:

Find x € H such that 0€ (A+ B)(z), (1)
where H is a real Hilbert space with an inner
product (-, -) and induced norm ||-||; A, B are set-
valued operators; A is single-valued and continu-
ous; B is maximal monotone; the solution set €2
is nonempty; and A is locally L-Lipschitz contin-
uous in a neighborhood of €.

Clearly, a point x is a solution to if and
only if the forward-backward step

R(z)=xz— (Id+ B)(Id — A) (z)

is zero, where Id is the identity operator. We de-
fine the norm of the forward-backward step as
r(z) = [[R(z)|. We further assume that the
order-q Holderian error bound condition holds lo-
cally to €:

dist(z, Q) = dist (ZL', (A+ B)_I(O)) 5

<rkr(x)!, Vre{z|r(z)<e}, @
for some positive values of x,e, and g, where
dist(z, Q) is the distance between the point = and
the set €. In our algorithm design, knowledge of
the values of k, €, or ¢ is not assumed, but in our
analysis, fast local rates are attained only for a
certain range of ¢ (but has no restriction on s
and €). In the presence of it is clear that
x € Q if and only r(z) = 0.

In our analysis, we will also assume that A is
semismooth [I] of order p € (0,1] in a neighbor-
hood of Q2. A function A is semismooth of order
p at x if it is locally Lipschitz continuous in a
neighborhood of «x, directionally differentiable at
z, and for any A’ (z 4+ Ax) € 9(A(x + Ax)) with
Ax — 0, we have

A(z+Az)—A(z)—A' (z+Az)Az = O (|| Az||' 7).
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In this work, we analyze a damped vari-
ant of inexact forward-backward-semismooth-
Newton method for with the degenerate con-
ditions such that A is differentiable only almost
everywhere, and the generalized Jacobian of A
at any z* € € could be singular. We first an-
alyze local convergence rates for under such
degeneracy, but with the Holderian error bound
and the semismoothness condition hold in a
neighborhood of €2, and show that superlinear
convergence to 0 for both r(x) and dist(z,(2) as
well as full convergence of the iterates can be ob-
tained for a range of p and q. We will then discuss
the special case of regularized optimization

min

min  F(@)i=f(@)+ @), ()

where ¥ : H — [—o0, 0] is convex, proper, and
closed; and f is differentiable in the domain of W,
with its gradient Lipschitz continuous locally in a
neighborhood of ). Finally, a globalization strat-
egy for is discussed, which ensures global con-
vergence even without the error bound or semis-
moothness condition, and can guarantee fast lo-
cal superlinear convergence for not only r(x) and
dist(z, Q) but also F(z).

2. Algorithm

Let us first define 0A(x) as the Clarke general-
ized Jacobian of A at x. At iteration ¢ with iter-
ate x;, we then select an element A’(z;) € A(xy),
and update the iterate by

T~ (Hy+ B) ™' (H — A) (z4)

_ . (4)
Hy = (uId + Jy), with

() = [[R (@), (5)

where ¢ > 0 and p > 0 are parameters, and J; is a
positive semidefinite but possibly non-Hermitian
linear operator satisfying

p = cr (x)”

[J: = Al ()| = O(r ()" (6)



for some 6 > p. For the approximate solution in
let
i1 = (Hy+ B) ' (Hy — A) (z)
be the exact solution, we define r4(x) = ||R¢ ()|,
Ri(x) = x—
(I + B)™" (He = A) () — (Hy = 1d) (2)) .

and consider the following criterion with some
v > 0 for the precision of z;y; using |(7)|

ri(Ter1) < Vr(xt)Hp. (8)

(7)

3. Local Convergence
We define d; = dist(z,Q),r¢ = r(ze),pr =
ZTry1 — Zt, and have the following result.

Theorem 1 Fiz an iterate x; and consider the

update scheme |(4)H(6)| for with A single-

valued and continuous, B maximal monotone,

and 0 # (). Assume that x4 satisfies for
some given v,p > 0, holds for some q¢ > 0
in a neighborhood V' of Q, and A is locally Lip-
schitz continuous and semismooth of order p for
some p € (0,1] within the same neighborhood. If
in addition to p > 0, the following are satisfied:

(1+p)q > 1,
(L+p)g > 1, (9)
(1 +p- 5) (I+p)g >1,
then we obtain Q-superlinear convergence
Pt = O (™) dia = 0 (&)

within V', where
N, _P _
s = min {(l—i-p)q, (1+p)q, (H‘P q) (H‘p)Q} L.

If further o is small enough such that {ry} is a
decreasing sequence, we have that {x;} converges
strongly to some x* € Q.

4. Regularized Optimization

Our globalization strategy for is in
frithm 11
Lemma 1 Given 3, € (0,1), assume that f is
L-Lipschitz-continuously differentiable for some
L >0, ¥ is convex, proper, and closed, and F' is
lower bounded by some F* > —oo. Then we have

for Algorithim 1) that

lim r; = 0.
t—o0

Algorithm 1: A Proximal-semismooth-

Newton Method with Strict Decrease
input :z9€H, f,v€(0,1), ve]0,1),

pe(0,1,¢>0,6>0
Compute an upper bound L for the
Lipschitz constant L of V f

fort=0,1,... do

Select H; satisfying and @ and
find an approximate solution 41 of
satisfying

ap 1

while True do

Y1 < Tt + o (Te41 — t)

Compute

Vf({/tﬂ))

ZTt41 ¢ Proxwy (?Jt+1 -
L L

if F(Z41) < F(zi) —vad|p >+
then
| 41 < Tey1 and break

else oy + Boy

Theorem 2 Consider the setting of [Theorem 1]

for |(3)| and assume in addition that f is convex
and the optimal objective value of is F* >
—oo. Consider . If @ holds and §
is large enough such that ||p||*™° = o(dqurl)/q),
then there is tg > 0 such that for all t > tg,
ar = 1 is accepted and

diy1 =0 (4;*),

Tt41 =0 (7’t1+8) )

F(2441) — F* :O((F(ﬂftﬂ)—F*)Hs)'
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