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1. Introduction

Fault tree (FT) as one of the model-based
evaluation methods plays an important role in
reliability and represents the relationship be-
tween component failures and system failure.
FT provides some quantitative measures for the
system reliability from component reliabilities,
which brings convenience when maintenance the
system. However, actual systems often consist
of multiple components, which brings insights
into system maintenance, e.g., which component
should be maintened first. However, actual sys-
tems often consist of multiple components, which
causes high cost of maintenance. Importance
analysis is the well-known analysis method for
estimating the importance of system components
that contributes to the whole system, aiming at
figuring out the important or critical components
by the order of their importance. As far as con-
cerned, criticality importance (CI) measure plays
as one of the center roles in estimating compo-
nents importance. Since the computation of im-
portance measure requires the model parameters
estimated from data samples or expert’s knowl-
edge. Another problem should be taken into ac-
count is that since CI measure is the degree of
components failure to system failure, the main-
tenance of components is from low importance
of CI measure. However, the limitation of num-
bers of data may bring the unpredictable impact
on the estimation accuracy of model parameters,
which is called epistemic uncertainty. Due to
the uncertainty in the model parameters, the es-
timated importance measure could be different
from what it should be. In general, the uncer-
tainty can be solved by applying the Bayes esti-
mation, but the credibility of the results is hard
to measure. So in this paper, we want to present
an importance analysis method through the sta-
tionary analysis of continues-time Markov chain

(CTMC) based on CI measure in FT, aiming
at ensuring whether the component importance
when model parameters contain uncertainty is re-
liable or not.

2. Fault Tree

Consider a FT to represent the relationship
between system and component failures. The
FT can be represented by a structure function.
Let F (x1, . . . , xn) be a structure function where
x1, . . . , xn are the states of basic events. Then
F (x1, . . . , xn) means the state of top event. In
the structure function, AND and OR gates are
expressed by x1x2 and 1−(1−x1)(1−x2), respec-
tively. Note that this is slightly different from a
simple boolean function in the Boolean algebra.
By using such expression, the system reliability
Rs can be obtained byRs = F (R1, . . . , Rn) where
R1, . . . , Rn are component reliabilities.

3. Importance under Epistemic Un-
certainty in FT

Consider the CI measure in FT, for i-th com-
ponent, the definition of CI measure can be ob-
tained by;

ICR
i =

∂F (R1(t), . . . , Rn(t))

∂Ri(t)

Ri(t)

F (R1(t), . . . , Rn(t))
.

(1)

Since the uncertainty in model parameters can
affect the final results, the uncertainty analysis
should be focused on. In the Bayes theory, let the
model parameters involve uncertainty as the ran-
dom variable, assume that the prior probability
density function fΛ(λ) of the failure rate Λ, and
given the independent and identically distributed
(i.i.d.) samples D = (t1, · · · , tn) as observed fail-
ure times of a component in the system. The
effects from data samples can be obtained from
the posterior density function of the failure rate
fΛ(λ|D). Assume the reliability of the compo-
nents follows the formula R(λ; t), the mean of
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R(λ; t) is defined as;

E[R(λ; t)] =

∫ ∞

0

R(λ; t)fΛ(λ|D)dλ. (2)

On the other hand, although Bayes estimation
can help to estimate importance measure when
model parameters involve uncertainty, the esti-
mated results should be verified. We know that
CI measure indicates how much components fail-
ure devote to the system failure, which means
that the larger the CI measure, the more critical
the corresponding component is. However, due to
the uncertainty, the value of CI measure can be
changed, which means there exists a probability
that the CI measure of component i can be larger
than component i (without uncertainty compo-
nent i is smaller than component j). The dynamic
of this relationship can be captured by CTMC,
where the change probability can be regarded as a
transition rate. Consider a FT composed by only
AND gates, which means F (R1 (t) , . . . , Rn (t)) =
1−

∏n
i=1 (1−Ri (t)). Then the probability when

component i is critical than j can be computed
by;

pi,j = P (ICR
i > ICR

j ) = P (Ri(t) > Rj(t)) = P (Λi > Λj)

=

∫ ∞

0

F̄Λi(λ|D)dFΛj (λ|D), (3)

where FΛ(λ|D) is the posterior cumulative dis-
tribution function (c.d.f.) of Λ, and F̄Λ(λ|D) =
1 − FΛ(λ|D). Obviously, pj,i = 1− pi,j . Assume
that there exist n components. Defining the tran-
sition rate matrix (i.e., infinitesimal generator) of
the underlying CTMC in terms of pi,j as follows,

Q =

pi,i · · · pi,n
...

. . .
...

pn,i · · · pn,n

 (4)

where pi,i = −
∑n

k ̸=i pi,k. Since the dynamics
of the transition process can be captured by the
above CTMC, the probability that a component
is most critical among the current component’s
set can be computed by solving the linear equa-
tion πQ = 0,π1 = 1.

4. Numerical Illustration

In this section we consider CI measure when
model parameters contain uncertainty in FT. In
particular, the results are verified through the
stationary analysis of CTMC. Assume a FT com-
posed of four components with a AND gate, the
system reliability can be computed as RS =

1−
∏

i∈H(1− Ri) where H = {A, B, C, D}, and
the component reliabilities can be computed by
the well-known formular R(λ; t) = e−λt. the fail-
ure rate λ of component i ∈ H are set as λA =
1/2, 50, 000, λB = 1/480, 000, λC = 1/670, 000,
λD = 1/120, 000. Also, the uncertainty of model
parameters is injected by set the number of sam-
ples as 5.
Table 1 shows the CI measure for epistemic un-

certainty of system reliability. It’s obvious that
the results when model parameters contain un-
certainty are different from the ones without un-
certainty, even the ranks of importance are differ-
ent. But whether the result is credible or not, we
apply the stationary solution of CTMC to verify.
By using the Eq. (3) to (4), the transition rate
matrix can be computed and the probability of
importance rank can be obtained from Table 2.
In the table, ’rank1’ means the most critical com-
ponent that devotes to the system failure, the
probability of ’rank1’ means the probability of
components being the most critical component.
From the Table 2, we can see that component A
has the highest probability to become the most
critical component, and by the comparison of the
results between Table 1 and 2, the rank of compo-
nents become the ’rank1’ or ’rank2’ has the same
rank of the CI measure rank with uncertainty.
Although there is no ’Rank4’, it can be obtained
component D is the last critical component in the
system.

Table 1: CI measure with uncertainty.

Component
Without uncertainty Sample size = 5
Importance rank Importance rank

A 3.24e-12 1 3.73e-12 1
B 6.22e-13 3 1.45e-12 2
C 8.68e-13 2 1.00e-12 3
D 1.55e-13 4 2.64e-13 4

Table 2: Probability of importance rank.
Component Rank1 Rank2 Rank3

A 9.02e-01
B 7.15e-02 9.03e-01
C 2.56e-02 7.15e-02 9.24e-01
D 6.03e-04 2.56e-02 7.56e-02
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